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CLASSIFYING RESOURCES USING A DEEP 
NETWORK 

BACKGROUND 

This specification relates to classifying resources into cat 
egories. 

Internet search engines aim to identify resources, e.g., web 
pages, images, text documents, or multimedia content, that 
are relevant to a user's needs and to present information about 
the resources in a manner that is most useful to the user. 
Internet search engines generally return a set of search results, 
each of which identifies a resource, in response to a user 
Submitted query. 

SUMMARY 

In general, one innovative aspect of the Subject matter 
described in this specification can be embodied in methods 
that include the actions of receiving an input comprising a 
plurality of features of a resource, wherein each feature is a 
value of a respective attribute of the resource; processing each 
of the features using a respective embedding function togen 
erate one or more numeric values; processing the numeric 
values using one or more neural network layers to generate an 
alternative representation of the features of the resource, 
wherein processing the floating point values comprises 
applying one or more non-linear transformations to the float 
ing point values; and processing the alternative representation 
of the input using a classifier to generate a respective category 
score for each category in a pre-determined set of categories, 
wherein each of the respective category scores measure a 
predicted likelihood that the resource belongs to the corre 
sponding category. 

Other embodiments of this aspect include corresponding 
computer systems, apparatus, and computer programs 
recorded on one or more computer storage devices, each 
configured to perform the actions of the methods. 
A system of one or more computers can be configured to 

perform particular operations or actions by virtue of having 
Software, firmware, hardware, or a combination of them 
installed on the system that in operation causes or cause the 
system to perform the actions. One or more computer pro 
grams can be configured to perform particular operations or 
actions by virtue of including instructions that, when 
executed by data processing apparatus, cause the apparatus to 
perform the actions. 

These and other embodiments can each optionally include 
one or more of the following features. Each of the embedding 
functions can be specific to features of a respective feature 
type. The pre-determined set of categories can include a 
search engine spam category, and the category score for the 
resource measures a predicted likelihood that the resource is 
a search engine spam resource. The pre-determined set of 
categories can include a respective category for each of a 
plurality of types of search engine spam. The pre-determined 
set of categories includes a respective category for each 
resource type in a group of resource types. The method can 
further include providing the category scores to a search 
system for use in determining whether or not index resources 
in a search engine index. The method can further include 
providing the category scores to a search system for use in 
generating and ordering search results in response to received 
search queries. The numeric values can be floating point 
values. The numeric values can be quantized integer values, 
and an encoding of the quantized integer values can represent 
floating point values. 
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2 
Particular embodiments of the subject matter described in 

this specification can be implemented so as to realize one or 
more of the following advantages. A deep network can be 
effectively used to classify resources into categories. For 
example, resources can be effectively classified as being 
spam or not spam, as being one of several different types of 
spam, or as being one of two or more resource types. Using 
the deep network to classify resources into categories may 
result in a search engine being able to better satisfy users 
informational needs, e.g., by effectively detecting spam 
resources and refraining from providing search results iden 
tifying those resources to users or by providing search results 
that identify resources that belong to categories that better 
match the user's informational needs. Using the deep network 
to classify results into categories may provide an accurate and 
efficient way to Verify user claims about resources, e.g., a user 
claim that a resource belongs to a particular category and has 
incorrectly been classified as belonging to a different cat 
egory. 
The details of one or more embodiments of the subject 

matter of this specification are set forth in the accompanying 
drawings and the description below. Other features, aspects, 
and advantages of the Subject matter will become apparent 
from the description, the drawings, and the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 shows an example search system. 
FIG. 2 is a block diagram of an example resource classifi 

cation system. 
FIG. 3 is a flow diagram of an example process for classi 

fying a resource. 
Like reference numbers and designations in the various 

drawings indicate like elements. 

DETAILED DESCRIPTION 

FIG. 1 shows an example search system 114. The search 
system 114 is an example of an information retrieval system 
implemented as computer programs on one or more comput 
ers in one or more locations, in which the systems, compo 
nents, and techniques described below can be implemented. 
A user 102 can interact with the search system 114 through 

a user device 104. The user device 104 will generally include 
a memory, e.g., a random access memory (RAM) 106, for 
storing instructions and data and a processor 108 for execut 
ing Stored instructions. The memory can include both read 
only and writable memory. For example, the user device 104 
can be a computer coupled to the search system 114 through 
a data communication network 112, e.g., local area network 
(LAN) or wide area network (WAN), e.g., the Internet, or a 
combination of networks, any of which may include wireless 
links. 

In some implementations, the search system 114 provides 
a user interface to the user device 104 through which the user 
102 can interact with the search system 114. For example, the 
search system 114 can provide a user interface in the form of 
web pages that are rendered by a web browser running on the 
user device 104. 
A user 102 can use the user device 104 to submit a query 

110 to a search system 114. A search engine 130 within the 
search system 114 performs a search to identify resources 
matching the query. When the user 102 submits a query 110. 
the query 110 may be transmitted through the network 112 to 
the search system 114. The search system 114 includes an 
index database 122 and the search engine 130. The search 
system 114 responds to the query 110 by generating search 
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results 128, which are transmitted through the network to the 
user device 104 for presentation to the user 102, e.g., as a 
search results web page to be displayed by a web browser 
running on the user device 104. 

In this specification, the term “database' will be used 
broadly to refer to any collection of data: the data does not 
need to be structured in any particular way, or structured at all, 
and it can be stored on multiple storage devices in one or more 
locations. Thus, for example, the index database 122 can 
include multiple collections of data, each of which may be 
organized and accessed differently. Similarly, in this specifi 
cation the term “engine' will be used broadly to refer to a 
Software based system or Subsystem that can perform one or 
more specific functions. Generally, an engine will be imple 
mented as one or more software modules or components, 
installed on one or more computers in one or more locations. 
In some cases, one or more computers will be dedicated to a 
particular engine; in other cases, multiple engines can be 
installed and running on the same computer or computers. 
When the query 110 is received by the search engine 130, 

the search engine 130 identifies resources that satisfy the 
query 110. The search engine 130 will generally include an 
indexing engine 120that indexes resources, an index database 
122 that stores the index information, and a ranking engine 
152 or other software that generates scores for the resources 
that satisfy the query 110 and that ranks the resources accord 
ing to their respective scores. 
The search system 114 also includes or can communicate 

with a resource classification system 140 that classifies 
resources into pre-determined categories. The search system 
114 can use the classifications generated by the resource 
classification system 140 in any of a variety of ways, e.g., in 
determining whether to index a resource in the index database 
122 or in generating search results in response to the query 
110. An example resource classification system and an 
example process for classifying a resource into a pre-deter 
mined category are described below with reference to FIGS. 
2 and 3. 

FIG. 2 is a block diagram of an example resource classifi 
cation system 200. The resource classification system 200 is 
an example of a system implemented as computer programs 
on one or more computers in one or more locations, in which 
the systems, components, and techniques described below 
can be implemented. 
The resource classification system 200 receives an input 

and generates a predicted output based on the received input. 
In particular, the input is a set of features of a resource and the 
output generated by the resource classification system 200 
based on the received set of features is a respective score for 
each of a set of pre-determined categories. Each score gener 
ated for each of the categories is a prediction of how likely it 
is that the resource belongs to the corresponding category. 

For example, in some implementations, the resource clas 
sification system 200 classifies resources as search engine 
spam resources or not search engine spam resource, i.e., the 
categories in the set of pre-determined categories are a 
'spam' category and a "not spam' category. 
A search engine spam resource is a resource provided to a 

search system, e.g., provided to the search system 114 of FIG. 
1 for indexing in the index database 122, that has been 
manipulated by a person or a group of people, who may 
individually or collectively be referred to as a spammer, to 
give the resource a high search engine ranking as a response 
to one or more queries, which the resource would not legiti 
mately have. For example, contentina resource may be made 
to appear particularly relevant to a specific geographic area, 
and so be highly ranked for queries directed to that area, when 
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4 
in fact the content refers to a business, for example, that has no 
place of business in the area. Search engine spam can include 
other forms of erroneous information as well. Search engine 
spam may also be referred to in this specification as spam 
content or simply as spam, when the meaning is clear from the 
COInteXt. 

In these implementations, the resource classification sys 
tem 200 can generate a score that is a predicted likelihood that 
the resource is a spam resource, i.e., belongs to the spam 
category. 

In some other implementations, the resource classification 
system 200 classifies resources as being either not spam or 
one of various types of search engine spam, i.e., the categories 
in the set of pre-determined categories are a “not spam' 
category and a respective category for each type of spam. For 
example, the types of search engine spam can include 
resources that include content spam, resources that include 
link spam, cloaking spam resources, and so on. In these 
implementations, the system can generate a score for each 
category that represents a predicted likelihood that the 
resource belongs to that category. 

In some other implementations, the resource classification 
system 200 classifies resources according to a pre-determined 
group of resource types. For example, the resource types may 
include any of news resources, blog resources, forum 
resources, shopping resources, product resources, and so on. 
Depending on the resource types in the pre-determined group 
of resource types, a resource may be classified as belonging to 
more than one of the pre-determined groups. For example, if 
the resource types include political resources and blog 
resources, a blog about an election or a political debate may 
be classified as being both a political resource and a blog 
resource. In these implementations, the set of pre-determined 
categories includes a respective category for each resource 
type in the group. 
The features of the resource are values of respective 

attributes of the resource that characterize the resource in 
Some way and can include features of multiple respective 
categorically distinct feature types. A feature of a particular 
type is a list of one or more active feature elements, i.e., a list 
of tokens or of token-value pairs, selected from a Vocabulary 
of possible feature elements of the feature type. For example, 
the tokens may be words in a natural language, e.g., English, 
and the vocabulary for the feature type may be the known 
words in the natural language. The Vocabularies for the fea 
ture types may be overlapping or non-overlapping and the list 
for a given feature type may be ordered or unordered. 

For example, the resource classification system 200 can 
receive features 220 of a resource from a feature data store 
202. The features 220 are features that have been extracted 
from the resource. In particular, the features of the resource 
include tokens from the content of the resource. Optionally, 
the tokens are associated with labels, with each label corre 
sponding to a specific portion of the resource in which the 
token appears, e.g., the title of the resource, the header of the 
resource, a link in the resource, and so on. Further optionally, 
the features of the resource can include features of other 
types, e.g., any of the uniform resource locator (URL) of the 
resource, the domain name of the resource, the age of the 
resource, a length of the resource. In some implementations, 
the features also include data obtained by the resource clas 
sification system 200 that identifies the categories or entity 
types that are relevant to the resource. The features of the 
resource can also include features obtained from other sys 
tems or services that summarize the content or the utility of 
the resource, e.g., systems that attempt to identify the most 
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important terms in the resource, systems that identify entities 
that are relevant to the resource, and so on. 

The resource classification system 200 uses the received 
input features to predict an output, i.e., a vector of scores that 
includes a respective score for each category of the set of 
categories. The output can be provided to a search system, 
e.g., the search system 114 of FIG. 1, or stored in a category 
score data store 214 for later use by the search system. The 
search system can make use of the generated scores in any of 
a variety of ways. In some implementations, the search sys 
tem uses the category scores for a given resource in determin 
ing whether or not to index the resource in an index database. 
For example, when the scores represent a likelihood that a 
resource is a search engine spam resource, the search system 
can use the score in a decision process so that a resource that 
is more likely to be spam is less likely to be indexed in the 
index database. As another example, when the scores repre 
sent likelihoods that a resource is one of several different 
types of search engine spam, the search system can determine 
that resources having a score that exceeds a threshold score 
for one of the types not be indexed in the index database. 

In some other implementations, the search system can 
make use of the generated scores in generating search results 
for particular queries. For example, when the scores represent 
a likelihood that a resource is a search engine spam resource, 
the search system can use the score for a given resource to 
determine whether or not to remove a search result identify 
ing the resource before providing the search results for pre 
sentation to the user or to demote the search result identifying 
the resource in an order of the search results. Similarly, when 
the scores represent a likelihood that a resource belongs to 
one of a pre-determined group of resource types, the search 
system can use the scores to promote or demote search results 
identifying the resource in an order of search results gener 
ated in response to particular search queries, e.g., search 
queries that have been determined to be seeking resources of 
a particular type. 

In some other implementations, when the scores represent 
a likelihood that a resource belongs to one of a pre-deter 
mined group of resource types, the search system can make 
use of the generated scores in Verifying user statements about 
resources. For example, the search system may provide users 
the option to identify resources that have been incorrectly 
classified by the search system. For example, a user may be 
able to Submit a statement that a search result identifying a 
product resource has been included in a listing of news search 
results or that a blog resource that has a review of a product 
has been included in a listing of shopping resources from 
which the product may be purchased. When a user statement 
about a resource is received, the system can make use of the 
generated scores for the resource in evaluating the likelihood 
that the resource has been misclassified and determining 
whether to adjust the classification of the resource. 

The resource classification system 200 includes a deep 
network 206 and a classifier 212. The deep network 206 is a 
machine learning system that includes a set of embedding 
functions 208 and one or more hidden neural network layers 
210, each having a respective set of parameters. Each of the 
embedding functions 208 receives a respective feature of a 
respective type and, in accordance with a set of embedding 
function parameters, applies a transformation to the feature 
that maps the feature into a numeric representation. For 
example, the embedding functions 208 can apply a transfor 
mation to the features 220 to map the features into floating 
point representations 222. Embedding functions will be 
described in more detail below with reference to FIG. 3. 
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6 
An initial layer of the neural network layers 210 receives as 

an input the numeric representations of the input features 
generated by the embedding functions and the neural network 
layers 210 each apply one or more respective non-linear 
transformations to the floating point representations to gen 
erate an alternative representation of the input. For example, 
the neural network layers 210 can generate an alternative 
representation 224 from floating point representations 222 of 
the features 220 received from the embedding functions 208. 
Instead of or in addition to the neural network layers 210, the 
deep network 206 may include another group of layers that 
applies successive linear or non-linear transformations over 
Some or all of the floating point representations generated by 
the embedding functions 208. 
The classifier 212 receives the alternative representation 

generated by the deep network 206 and predicts a value for 
eachfield of a category score vector inaccordance with values 
of classifierparameters of the classifier 212. Each of the fields 
in the category score vector corresponds to a respective cat 
egory in the set of categories. For example, the classifier 212 
can generate a category score vector 226 from the alternative 
representation 224. Depending on the implementation and on 
the number of categories in the set of categories, i.e., the 
number of fields for which a predicted value is generated, the 
classifier 212 can be either a binary classifier, e.g., a logistic 
regression classifier, a Support vector machine classifier, a 
Bayesian classifier, a softmax classifier, and so on, or a mul 
ticlass or multilabel classifier, e.g., a multiclass logistic 
regression classifier, a multiclass Support vector machine 
classifier, a Bayesian classifier, and so on. 

FIG. 3 is a flow diagram of an example process 300 for 
classifying a resource. For convenience, the process 300 will 
be described as being performed by a system of one or more 
computers located in one or more locations. For example, a 
resource classification system, e.g., the resource classifica 
tion system 200 of FIG. 2, appropriately programmed, can 
perform the process 300. 
The system obtains features of a resource (step 302). 
The system processes each feature using the embedded 

function for the feature type of the feature (step 304) to 
generate a numeric representation of the feature. Depending 
on the feature type and on the implementation, the embedding 
function for a given feature type can be any of a variety of 
embedding functions. The system determines the type of the 
feature by parsing the raw input data received by the system 
for each resource. As one example, if a portion of the raw 
input data are the tokens “example title' with an associated 
label "title, the system can parse the input data to determine 
that one of the resource features is “example title' and that the 
feature is of a resource title feature type. As another example, 
ifa portion of the raw input data for a given resource is “URL: 
www.examplesite.com, the system can parse the input data 
to determine that one of the resource features is www.ex 
amplesite.com and that the feature is of a URL feature type. 

For example, for a feature type whose features are a single 
token, the embedding function may be a simple embedding 
function. A simple embedding function maps a single token to 
a floating point vector, i.e., a vector of floating point values. 
For example, the simple embedding function may map the 
token "cat' to a vector 0.1, 0.5,0.2 and the token “tablet to 
a vector 0.3, 0.9, 0.0, based on current parameter values of 
the embedding function, e.g., as stored in a lookup table. 
As another example, for a feature type whose features can 

potentially be a list of two or more tokens, the embedding 
function may be a parallel embedding function. A parallel 
embedding function maps each token in a list of tokens to a 
respective floating point vector and outputs a single vector 
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that is a concatenation of the respective floating point vectors. 
For example, for an ordered list of tokens Atlanta', 
“Hotel', the parallel embedding function may map 
“Atlanta' to a vector 0.1, 0.2,0.3 and “Hotel to 0.4,0.5, 
0.6, and then output 0.1, 0.2,0.3, 0.4,0.5,0.6. In order to 
obtain the respective floating point vectors, the parallel 
embedding function may use a single lookup table or multiple 
different lookup tables. 
As another example, for a feature type whose features can 

potentially be a list of two or more tokens, the embedding 
function may be a combining embedding function. A com 
bining embedding function maps each token in the list to a 
respective floating point vector and then merges the respec 
tive floating point vectors into a single merged vector. The 
combining embedding function can merge the respective 
floating point vector using a linear function, e.g., a Sum, 
average, or weighted linear combination of the respective 
floating point vectors, or using a nonlinear function, e.g., a 
component-wise maximum or a norm-constrained linear 
combination, for example. In order to identify the respective 
floating point vectors, the parallel embedding function may 
use a single lookup table or multiple different lookup tables. 
For example, for the ordered list Atlanta”, “Hotel, the 
parallel embedding function may map "Atlanta' to a vector 
0.1, 0.2,0.3) and “Hotel” to 0.4,0.5,0.6, and then output 
the sum of the two vectors, i.e., 0.5,0.7, 0.9. 
As another example, for a feature type whose features can 

potentially be a list of two or more tokens, the embedding 
function may be a mixed embedding function. A mixed 
embedding function maps each token in a list of tokens to a 
respective floating point vector and generates an initial vector 
that is the concatenation of the respective floating point vec 
tors. The mixed embedding function then merges the respec 
tive floating point vectors into a merged vector and concat 
enates the merged vector with the initial vector. For example, 
for the ordered list Atlanta”, “Hotel, the mixed embed 
ding function may output a concatenation of the vectors out 
put by the parallel embedding function and the combining 
embedded function, i.e., 0.1, 0.2,0.3, 0.4,0.5,0.6,0.5,0.7, 
0.9. 

Depending on the implementation, the system may utilize 
two different kinds of embedding functions for two different 
feature types, and the two embedding functions may or may 
not share parameters. For example, the system may utilize a 
combining embedding function for a first feature type and a 
mixed embedding function for a second feature type. 

If one or more of the features of the resource are not 
discrete, prior to processing the feature using an embedding 
function, the system uses a hashing function to hash each 
non-discrete feature. The system can then partition each 
hashed feature into one of a pre-determined set of partitions, 
and process a value corresponding to the partition using the 
embedding function for the feature. Additionally, if a particu 
lar feature cannot be obtained for a given resource, that sys 
tem can map that feature to a pre-determined value. 

In some implementations, instead offloating point values, 
a given embedding function may generate a different kind of 
numeric value. For example, the embedding function may 
generate quantized integer values whose encoding represents 
floating point values. 
The system processes the numeric representations using 

one or more neural network layers (step 306). The one or 
more neural network layers include one or more layers of 
non-linear transformations, with each transformation being 
defined based on values of a respective set of parameters. In 
general, the one or more neural network layers generate an 
alternative representation of the input based on the floating 
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8 
point vector representations of the features of the input. 
Optionally, the system can then process the alternative repre 
sentation using a sparse binary output layer, e.g., a layer that 
outputs a vector that is 0 or 1 at every position. An example 
technique for processing the floating-point representations 
using neural network layers is described in Ruslan Salakhut 
dinov & Geoffrey Hinton, Semantic hashing, International 
Journal of Approximate Reasoning 50 (2009) 969-978. How 
ever, many different techniques and mechanisms for process 
ing the representations using neural network layers can be 
used. 
The system processes the alternative representation of the 

input using a classifier (step 308) to predict an output for each 
of a set of categories. The classifier predicts the output based 
on values of a set of parameters and the alternative represen 
tation. The output for a given category is a prediction of the 
value of a variable that corresponds to the category, e.g., a 
score for the category that represents the predicted likelihood 
that the resource belongs to the category. In some implemen 
tations, the system can process the alternative representation 
of the input using a ranking function instead of a classifier to 
predict a ranking of the categories according to the predicted 
likelihood that the resource belongs to each of the categories. 
The process 300 can be performed to predict scores for an 

input for which the desired output is not known, i.e., for a 
resource for which the desired classification is not known. 
The process 300 can also be performed on inputs in a set of 
training data, i.e., a set of inputs for which the output that 
should be predicted by the system is known, in order to train 
the system, i.e., to determine optimal values for the param 
eters of the classifier and the deep network. For example, the 
process 300 can be performed repeatedly on inputs selected 
from a set of training data as part of a backpropagation train 
ing technique that determines optimal values for each of the 
parameters. Generally, the inputs in the set of training data are 
features of resources that have an associated category classi 
fication, i.e., that have already been classified into categories 
from the pre-determined set of categories. 
As part of the training process, if the label predicted by the 

classifier for a particular resource in the set of training data is 
different from the known desired label for that particular 
training resource, i.e., the category scores generated by the 
classifier do not align with the category to which the resource 
belongs, the classifier will adjust its parameters So as to 
reduce the expected error on that particular input using con 
ventional gradient based methods. Furthermore, as part of the 
backpropagation method, the classifier sends an error signal 
to the deep network, which allows the deep network to adjust 
the parameters of its internal components through Successive 
stages of backpropagation. 

In some circumstances, e.g., for large sets of training data, 
the training process can be parallelized in any of a variety of 
ways. For example, the training process can be parallelized 
using one or more of the techniques for parallelizing the 
training of a machine learning model described in "Large 
Scale Distributed Deep Networks. Jeffrey Dean, et al., Neu 
ral Information Processing Systems Conference, 2012. 

Embodiments of the subject matter and the functional 
operations described in this specification can be implemented 
in digital electronic circuitry, in tangibly-embodied computer 
Software or firmware, in computer hardware, including the 
structures disclosed in this specification and their structural 
equivalents, or in combinations of one or more of them. 
Embodiments of the subject matter described in this specifi 
cation can be implemented as one or more computer pro 
grams, i.e., one or more modules of computer program 
instructions encoded on a tangible non transitory program 
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carrier for execution by, or to control the operation of data 
processing apparatus. Alternatively or in addition, the pro 
gram instructions can be encoded on an artificially generated 
propagated signal, e.g., a machine-generated electrical, opti 
cal, or electromagnetic signal, that is generated to encode 
information for transmission to Suitable receiver apparatus 
for execution by a data processing apparatus. The computer 
storage medium can be a machine-readable storage device, a 
machine-readable storage substrate, a random or serial access 
memory device, or a combination of one or more of them. 
The term “data processing apparatus' encompasses all 

kinds of apparatus, devices, and machines for processing 
data, including by way of example a programmable proces 
Sor, a computer, or multiple processors or computers. The 
apparatus can include special purpose logic circuitry, e.g., an 
FPGA (field programmable gate array) or an ASIC (applica 
tion specific integrated circuit). The apparatus can also 
include, in addition to hardware, code that creates an execu 
tion environment for the computer program in question, e.g., 
code that constitutes processor firmware, a protocol stack, a 
database management system, an operating system, oracom 
bination of one or more of them. 
A computer program (which may also be referred to or 

described as a program, Software, a Software application, a 
module, a software module, a Script, or code) can be written 
in any form of programming language, including compiled or 
interpreted languages, or declarative or procedural lan 
guages, and it can be deployed in any form, including as a 
stand-alone program or as a module, component, Subroutine, 
or other unit Suitable for use in a computing environment. A 
computer program may, but need not, correspond to a file in a 
file system. A program can be stored in a portion of a file that 
holds other programs or data, e.g., one or more scripts stored 
in a markup language document, in a single file dedicated to 
the program in question, or in multiple coordinated files, e.g., 
files that store one or more modules, Sub programs, or por 
tions of code. A computer program can be deployed to be 
executed on one computer or on multiple computers that are 
located at one site or distributed across multiple sites and 
interconnected by a communication network. 
The processes and logic flows described in this specifica 

tion can be performed by one or more programmable com 
puters executing one or more computer programs to perform 
functions by operating on input data and generating output. 
The processes and logic flows can also be performed by, and 
apparatus can also be implemented as, special purpose logic 
circuitry, e.g., an FPGA (field programmable gate array) or an 
ASIC (application specific integrated circuit). 

Computers Suitable for the execution of a computer pro 
gram include, by way of example, can be based on general or 
special purpose microprocessors or both, or any other kind of 
central processing unit. Generally, a central processing unit 
will receive instructions and data from a read only memory or 
a random access memory or both. The essential elements of a 
computer are a central processing unit for performing or 
executing instructions and one or more memory devices for 
storing instructions and data. Generally, a computer will also 
include, or be operatively coupled to receive data from or 
transfer data to, or both, one or more mass storage devices for 
storing data, e.g., magnetic, magneto optical disks, or optical 
disks. However, a computer need not have such devices. 
Moreover, a computer can be embedded in another device, 
e.g., a mobile telephone, a personal digital assistant (PDA), a 
mobile audio or video player, a game console, a Global Posi 
tioning System (GPS) receiver, or a portable storage device, 
e.g., a universal serial bus (USB) flash drive, to name just a 
few. Computer readable media suitable for storing computer 
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10 
program instructions and data include all forms of non-vola 
tile memory, media and memory devices, including by way of 
example semiconductor memory devices, e.g., EPROM, 
EEPROM, and flash memory devices; magnetic disks, e.g., 
internal hard disks or removable disks; magneto optical disks; 
and CD ROM and DVD-ROM disks. The processor and the 
memory can be Supplemented by, or incorporated in, special 
purpose logic circuitry. 
To provide for interaction with a user, embodiments of the 

Subject matter described in this specification can be imple 
mented on a computer having a display device, e.g., a CRT 
(cathode ray tube) or LCD (liquid crystal display) monitor, 
for displaying information to the user and a keyboard and a 
pointing device, e.g., amouse or a trackball, by which the user 
can provide input to the computer. Other kinds of devices can 
be used to provide for interaction with a user as well; for 
example, feedback provided to the user can be any form of 
sensory feedback, e.g., visual feedback, auditory feedback, or 
tactile feedback; and input from the user can be received in 
any form, including acoustic, speech, or tactile input. In addi 
tion, a computer can interact with a user by sending docu 
ments to and receiving documents from a device that is used 
by the user; for example, by sending web pages to a web 
browser on a user's client device in response to requests 
received from the web browser. 

Embodiments of the subject matter described in this speci 
fication can be implemented in a computing system that 
includes a back end component, e.g., as a data server, or that 
includes a middleware component, e.g., an application server, 
or that includes a front end component, e.g., a client computer 
having a graphical user interface or a Web browser through 
which a user can interact with an implementation of the 
Subject matter described in this specification, or any combi 
nation of one or more Suchback end, middleware, or frontend 
components. The components of the system can be intercon 
nected by any form or medium of digital data communication, 
e.g., a communication network. Examples of communication 
networks include a local area network (“LAN”) and a wide 
area network (“WAN”), e.g., the Internet. 
The computing system can include clients and servers. A 

client and server are generally remote from each other and 
typically interact through a communication network. The 
relationship of client and server arises by virtue of computer 
programs running on the respective computers and having a 
client-server relationship to each other. 

While this specification contains many specific implemen 
tation details, these should not be construed as limitations on 
the scope of any invention or of what may be claimed, but 
rather as descriptions of features that may be specific to 
particular embodiments of particular inventions. Certain fea 
tures that are described in this specification in the context of 
separate embodiments can also be implemented in combina 
tion in a single embodiment. Conversely, various features that 
are described in the context of a single embodiment can also 
be implemented in multiple embodiments separately or in any 
suitable subcombination. Moreover, although features may 
be described above as acting in certain combinations and even 
initially claimed as Such, one or more features from a claimed 
combination can in Some cases be excised from the combi 
nation, and the claimed combination may be directed to a 
Subcombination or variation of a Subcombination. 

Similarly, while operations are depicted in the drawings in 
a particular order, this should not be understood as requiring 
that such operations be performed in the particular order 
shown or in sequential order, or that all illustrated operations 
be performed, to achieve desirable results. In certain circum 
stances, multitasking and parallel processing may be advan 
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tageous. Moreover, the separation of various system modules 
and components in the embodiments described above should 
not be understood as requiring such separation in all embodi 
ments, and it should be understood that the described program 
components and systems can generally be integrated together 
in a single software product or packaged into multiple soft 
ware products. 

Particular embodiments of the subject matter have been 
described. Other embodiments are within the scope of the 
following claims. For example, the actions recited in the 
claims can be performed in a different order and still achieve 
desirable results. As one example, the processes depicted in 
the accompanying figures do not necessarily require the par 
ticular order shown, or sequential order, to achieve desirable 
results. In certain implementations, multitasking and parallel 
processing may be advantageous. 
What is claimed is: 
1. A system comprising: 
a deep network implemented in one or more computers that 

defines a plurality of layers of non-linear operations, 
wherein the deep network comprises: 
an embedding function layer configured to: 

receive an input comprising a plurality of features of 
a resource, wherein each feature is a value of a 
respective attribute of the resource, and 

process each of the features using a respective embed 
ding function to generate one or more numeric 
values, and 

one or more neural network layers configured to: 
receive the numeric values, and 
process the numeric values to generate an alternative 

representation of the features of the resource, 
wherein processing the numeric values comprises 
applying one or more non-linear transformations to 
the numeric values; and 

a classifier configured to: 
process the alternative representation of the input to 

generate a respective category score for each category 
in a pre-determined set of categories, wherein each of 
the respective category scores measure a predicted 
likelihood that the resource belongs to the corre 
sponding category. 

2. The system of claim 1, wherein each of the embedding 
functions is specific to features of a respective feature type. 

3. The system of claim 1, wherein the pre-determined set of 
categories includes a search engine spam category, and the 
category score for the resource measures a predicted likeli 
hood that the resource is a search engine spam resource. 

4. The system of claim 1, wherein the pre-determined set of 
categories includes a respective category for each of a plural 
ity of types of search engine spam. 

5. The system of claim 1, wherein the pre-determined set of 
categories includes a respective category for each resource 
type in a group of resource types. 

6. The system of claim 1, wherein the classifier is further 
configured to provide the category scores to a search system 
for use in determining whether or not index resources in a 
search engine index. 

7. The system of claim 1, wherein the classifier is further 
configured to provide the category scores to a search system 
for use in generating and ordering search results in response 
to received search queries. 

8. The system of claim 1, wherein the numeric values are 
floating point values. 

9. The system of claim 1, wherein the numeric values are 
quantized integer values, and wherein an encoding of the 
quantized integer values represents floating point values. 
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10. A method performed by one or more computers, the 

method comprising: 
receiving an input comprising a plurality of features of a 

resource, wherein each feature is a value of a respective 
attribute of the resource: 

processing each of the features using a respective embed 
ding function to generate one or more numeric values; 

processing the numeric values using one or more neural 
network layers to generate an alternative representation 
of the features of the resource, wherein processing the 
numeric values comprises applying one or more non 
linear transformations to the numeric values; and 

processing the alternative representation of the input using 
a classifier to generate a respective category score for 
each category in a pre-determined set of categories, 
wherein each of the respective category scores measure 
a predicted likelihood that the resource belongs to the 
corresponding category. 

11. The method of claim 10, wherein each of the embed 
ding functions is specific to features of a respective feature 
type. 

12. The method of claim 10, wherein the pre-determined 
set of categories includes a search engine spam category, and 
the category score for the resource measures a predicted 
likelihood that the resource is a search engine spam resource. 

13. The method of claim 10, wherein the pre-determined 
set of categories includes a respective category for each of a 
plurality of types of search engine spam. 

14. The method of claim 10, wherein the pre-determined 
set of categories includes a respective category for each 
resource type in a group of resource types. 

15. The method of claim 10, further comprising: 
providing the category scores to a search system for use in 

determining whether or not index resources in a search 
engine index. 

16. The method of claim 10, further comprising: 
providing the category scores to a search system for use in 

generating and ordering search results in response to 
received search queries. 

17. A non-transitory computer storage medium encoded 
with a computer program, the program comprising instruc 
tions that when executed by one or more computers cause the 
one or more computers to perform operations comprising: 

receiving an input comprising a plurality of features of a 
resource, wherein each feature is a value of a respective 
attribute of the resource: 

processing each of the features using a respective embed 
ding function to generate one or more numeric values; 

processing the numeric values using one or more neural 
network layers to generate an alternative representation 
of the features of the resource, wherein processing the 
numeric values comprises applying one or more non 
linear transformations to the numeric values; and 

processing the alternative representation of the input using 
a classifier to generate a respective category score for 
each category in a pre-determined set of categories, 
wherein each of the respective category scores measure 
a predicted likelihood that the resource belongs to the 
corresponding category. 

18. The computer storage medium of claim 17, wherein 
each of the embedding functions is specific to features of a 
respective feature type. 

19. The computer storage medium of claim 17, wherein the 
pre-determined set of categories includes a search engine 
spam category, and the category score for the resource mea 
sures a predicted likelihood that the resource is a search 
engine spam resource. 
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20. The computer storage medium of claim 17, wherein the 
pre-determined set of categories includes a respective cat 
egory for each of a plurality of types of search engine spam. 

21. The computer storage medium of claim 17, wherein the 
pre-determined set of categories includes a respective cat 
egory for each resource type in a group of resource types. 

22. The computer storage medium of claim 17, the opera 
tions further comprising: 

providing the category scores to a search system for use in 
determining whether or not index resources in a search 
engine index. 

23. The computer storage medium of claim 17, the opera 
tions further comprising: 

providing the category scores to a search system for use in 
generating and ordering search results in response to 
received search queries. 

k k k k k 

10 

15 

14 


