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INCREMENTAL GENERATION OF MODELS FIG . 2 is a flowchart depicting operational steps of a 
WITH DYNAMIC CLUSTERING dynamic clustering program , in accordance with an embodi 

ment of the present invention . 
BACKGROUND FIG . 3 is a functional block diagram illustrating a data 

5 processing environment , in accordance with an embodiment The present invention relates generally to the field of of the present invention . classifying data , and more particularly to incrementally 
generating models with dynamic clustering of the modeled DETAILED DESCRIPTION 
data . 

In some data analysis cases , data is continuously gathered 
for a set of objects . Based on this data , the objects are Embodiments of the present invention disclose a com 
clustered and a model is generated for each cluster , which puter - implemented method , computer program product , and 
captures its behavior . The models may then be used for tasks system for incremental training of models with dynamic 
such as behavior prediction , anomaly detection , etc. For clustering . An initial set of objects is clustered , based on data 
example , when tracking access patterns of users of a data associated with the objects , and for each cluster a model is 
base , query data may be collected for each user , the users are 15 generated . As new data is received , the objects are reclus 
then clustered , based on their query histories , and a model tered , based on the new data and the old data . Rather than 
describing the behavior of each cluster is generated . These computing models for the new clusters directly from the old 
models may then be used to detect anomalous database data , for each new cluster the proportion of each of the old 
activity . clusters contained in the new cluster is determined . The 

Models for clusters may need to be updated when addi- 20 model for each new cluster is a weighted average of the 
tional data becomes available . The updating typically takes models for the old clusters , according to these proportions . 
into account both the old data , which has accumulated since For each new cluster , the resulting model is then modified by 
the last model creation , and the new data that has arrived analyzing only the new data that was received . 
since then . However , this can be time consuming , since the In an exemplary embodiment of the invention , clustering 
amount of old data steadily increases as additional data 25 refers to partitioning objects , or data points , into disjoint 
arrives . In some cases , the old data may be too voluminous sets , so that each data point belongs to exactly one cluster . to maintain , even for relatively short periods of time . In other embodiments , clustering may be fuzzy , i.e. , a data One way to alleviate this performance problem is to point may belong to one or more clusters and associated with update the models by considering only the new data and the 
existing , or old , models , which are based on the old data , each of the points are membership degrees that indicate the 
rather than reprocessing the old data along with the new 30 degree to which the data points belong to the different 

clusters . data . This approach is often referred to as incremental 
training or incremental learning . For example , recency According to various embodiments of the present inven 
weighted models that combine the old models and the new tion , for updating the cluster models it is only necessary to 
data while giving a higher weight to the new data , thus analyze the new data ; a further analysis of the old data is 
reducing the effects of the oldest data and increasing the 35 unnecessary . As the old dataset is generally much larger than 
relative effect of the more recent data , could be used . the new dataset , because it originates from the entire history 
New data that arrives may affect not only the models of of data , while the new data only originates from recent 

the clusters but also the clusters themselves . Known meth- events , this may result in a significant performance improve 
ods exist for performing incremental clustering . Such meth- ment . Moreover , in many cases the old data may no longer 
ods recompute the clusters , without analyzing the entire set 40 be available for repeated analysis . This may occur , for 
of old data , by using the existing clusters along with the new example , in online training , where the amount of old data is 
data . The challenge is to perform incremental training of the too voluminous to retain . In such cases , the present inven 
models when the clusters to which the models belong are tion may still enable the maintenance of models of the 
also under continuous change . Incremental training calls for clustered objects . To support updating the clusters , either the 
updating the existing models based on the new data , but the 45 entire set of old data may be kept , or only the subset of it 
existing models are based on the old clusters , whereas now required by the clustering algorithm , or , in case of incre 
updated models for the new clusters need to be computed . mental clustering , none of the old data may need to be kept . 

Machine learning is a field of computer science and 
SUMMARY statistics that involves the construction of algorithms that 

50 learn from and make predictions about data . Rather than 
Embodiments of the present invention disclose a com- following explicitly programmed instructions , machine 

puter - implemented method , computer program product , and learning methods operate by building a model using 
system for incremental generation of models with dynamic selected , known inputs , and using the model to make pre 
clustering . A first set of data is received . A first set of clusters dictions or decisions about unknown inputs . Classification is 
based on the first set of data is generated . A respective first 55 a machine learning task concerned with the problem of 
set of models for the first set of clusters is created . A second identifying to which of a set of categories , or classes , an 
set of data is received . A second set of clusters , based on the input belongs . Common applications of classification 
second set of data and based on a subset of the first set of include spam filtering and anomaly detection . 
data , is generated . A respective second set of models for the In supervised machine learning , a model is represented by 
second set of clusters , based on a subset of the first set of 60 a classification function , which may be inferred , or trained , 
models and based on the second set of data , is created . from a set of labeled training data . The training data consists a 

of training examples , typically pairs of input objects and 
BRIEF DESCRIPTION OF THE DRAWINGS desired output objects , for example class labels . During 

training , or learning , parameters of the function are adjusted , 
FIG . 1 depicts a functional block diagram of a dynamic 65 usually iteratively , so that inputs are assigned to one or more 

clustering system , in accordance with an embodiment of the of the classes to some degree of accuracy , based on a 
present invention . predefined metric . The inferred classification function can 
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then be used to classify new examples . Common classifi- In an exemplary embodiment of the invention , computing 
cation algorithms include logistic regression , naïve Bayes device 110 includes dynamic clustering program 112 , cluster 
classification , and support vector machines ( SVM ) . models 118 , and datastore 120 . 

Unsupervised machine learning refers to a class of prob- Datastore 120 represents a store of data that may undergo 
lems in which one seeks to determine how data is organized . 5 clustering and model generation , in accordance with an 
It is distinguished from supervised learning in that the model embodiment of the present invention . For example , datastore 
being generated is given only unlabeled examples . Cluster 120 may include data on user access histories with respect 
ing is an example of unsupervised learning . to a database , including user IDs , and types and frequencies 

of database commands issued by users . Datastore 120 may Cluster analysis , or clustering , is the task of grouping a set 
of objects in such a way that objects in the same group , 10 reside , for example , on computer readable storage media 

908 ( FIG . 3 ) . called a cluster , are more similar in some sense to each other 
than to those in other groups . Clustering is a common Cluster models 118 represent models , for example , clas 

sification machine learning models , that employ a classifi technique in statistical data analysis , and is used in fields cation algorithm to perform a task such as anomaly detec such as machine learning , pattern recognition , image analy- 15 tion , behavior prediction , fraud detection , etc. , in accordance 
sis , and information retrieval . Methods for clustering vary with an embodiment of the present invention . In one according to the data being analyzed . A method that is embodiment of the invention , cluster models 118 are popular in data mining is k - means clustering , in which a machine learning models , trained to apply a classification 
dataset is partitioned into a predetermined number , k , of algorithm , such as multiclass logistic regression or naïve 
clusters . 20 Bayes , to classify data points as normal or anomalous . 

Incremental clustering , variously known as online , data Cluster models 118 may use , for example , supervised learn 
stream , or dynamic clustering , refers to methods of cluster- ing with labeled data from datastore 120 , consisting of data 
ing data that arrives continuously . Incremental clustering points paired with labels that identify them as being asso 
methods update existing clusters as new data arrives . This ciated with one class or another , for example , legal trans 
may include assigning objects for clustering to existing 25 actions or fraudulent transactions . In other embodiments , 
clusters , creating new clusters , and merging or deleting cluster models 118 may include a list of features or events 
existing clusters . Various methods of incremental clustering , along with frequencies or probabilities of occurrences of the 
for example , based on k - means , exist . features or events that are characteristic of their cluster . 
Anomaly detection is the identification of items , events , In an embodiment of the invention , data continuously 

or observations that do not conform to an expected pattern 30 arrives from a data source , for example , from datastore 120 . 
or to other items in a dataset . The anomalous items may A predefined training period is established , so that when 
indicate a problem such as network intrusion , bank fraud , a each training period elapses , reclustering and incremental 
structural defect , medical problems , or errors in a tex training is performed . Between training periods new data 

Various techniques for anomaly detection exist . Unsuper- may arrive . The new data may be used in performing the 
vised anomaly detection techniques detect anomalies in 35 machine learning tasks of the system , for example , behavior 
unlabeled data under the assumption that the majority of the prediction , or anomaly detection , based on the models that 
instances in the data are “ normal , ” by looking for instances have been generated in the most recent training period . 
that seem to least fit the data as a whole . For example , user Dynamic clustering program 112 , in an embodiment of 
group profiles representing characteristic behaviors based on the invention , operates generally to receive an initial set of 
SQL commands , or queries , that users submit to a relational 40 data , perform clustering on the initial data , and create 
database , may be created . Given such profiles , an anomaly models for the clusters . Dynamic clustering program 112 
is an access pattern that deviates from the profiles , and may may receive a new set of data , generate clusters based on the 
represent malicious behavior . SQL queries stored in log files old and new data , and create models for the new clusters , 
may be used to generate clusters , or user groups , groups of based on the old clusters , old cluster models , and the new 
users that behave similarly . Then a model , or profile , may be 45 data . Dynamic clustering program 112 may include cluster 
created for each cluster based on these log files , which generator 114 and model generator 116 . 
represents normal database access behavior for a user group . Cluster generator 114 operates generally to cluster or 
Each database user is associated with one of these clusters . recluster data , in accordance with an embodiment of the 
For anomaly detection , a classifier may be applied to deter- invention . Cluster generator 114 may apply a clustering 
mine whether a new query by a user conforms to the model 50 method to an initial set of data . Cluster generator 114 may 
or profile of the user's cluster . If it deviates significantly , it also generate clusters based on new data that is received , 
may be declared to be an anomaly , representing suspected data previously received ( referred to as old data ) , and / or an 
malicious activity . existing set of clusters , in accordance with an embodiment 

FIG . 1 is a functional block diagram of a dynamic of the invention . For example , cluster generator 114 may 
clustering system 100 , in accordance with an embodiment of 55 employ incremental clustering to update existing clusters as 
the present invention . Dynamic clustering system 100 new data arrives . Alternatively , cluster generator 114 may 
includes computing device 110. Computing device 110 merge some or all of the old data with the new data and 
represents the computing environment or platform that hosts perform clustering on the merged dataset . For example , 
dynamic clustering program 112. In various embodiments , cluster generator 114 may periodically recluster all data that 
computing device 110 may be a laptop computer , netbook 60 has arrived within a predefined time frame , or when the 
computer , personal computer ( PC ) , a desktop computer , or volume of data received reaches a predefined limit . Cluster 
any programmable electronic device capable of hosting generator 114 may generate clusters by applying one or 
dynamic clustering program 112 , in accordance with more well - known clustering algorithms , for example , a 
embodiments of the invention . Computing device 110 may distance - based clustering algorithm such as k - means , a 
include internal and external hardware components , as 65 probabilistic , density - based clustering algorithm such as 
depicted and described in further detail below with reference expectation maximization , or a grid - based clustering algo 
to FIG . 3 . rithm such as orthogonal partitioning clustering . 

? 
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Model generator 116 operates generally to create cluster A are , proportionally , 1/3 from cluster B and 23 from cluster 
models 118 , in accordance with an embodiment of the C. Cluster A may also contain new users whose activity is 
present invention . Model generator 116 may create an initial contained in the new data that has arrived in the last five 
set of cluster models 118 from an initial set of data . When days . A model for cluster A may be generated from the 
new data is available , for example , at the end of a monitoring 5 models for clusters B and C , and from the new data as 
or training period of predefined length , and / or after reclus- follows . The count in the model for A may be set to the 
tering , model generator 116 may create new cluster models maximum of the counts for models B and C , in this example , 
118 , in accordance with an embodiment of the invention , 8. The ratio in the model for A may be set to a weighted 
based on the existing cluster models and the new data . For average of the ratios for the models of B and C , according 
example , after cluster generator 114 has reclustered a set of 10 to the proportions of B and C in A , which in this example 
old data and new data , to generate a set of new clusters , would be 1 / * 0.2 + 2 / 3 * 0.1 = 0.13333 . Suppose that the new 
model generator 116 may generate a new cluster model 118 data associated with cluster A , which was received during 
as follows . For each new cluster in the new set of clusters , the latest monitoring period , indicates that the event 
model generator 116 may identify any old clusters that occurred twice , corresponding to a ratio of 2 / 5 = 0.4 . The 
contain objects that are also contained in the new cluster . 15 model for A may be updated , or incrementally trained , with 
These old clusters are referred to as source clusters for the the new data by increasing the count from 8 to 8 + 5 = 13 and 
new cluster . Model generator 116 may compute a model for recomputing the new ratio to be ( 0.13333 * 8 + 0.4 * 5 ) / ( 8 + 5 ) 
the new cluster , based on the models for the source clusters -0.23588 , a weighted average of the previous ratio , 0.13333 , 
and on the new data that has arrived since the old clusters and new ratio , 0.4 , with weights according to the number of 
were computed , using a weighted combination , with a 20 days for the old cluster ( 8 ) and for the new data ( 5 ) . Thus , 
weight for each source cluster according to the proportion the new model for A has a count of 13 and a ratio of 0.23588 . 
that each source clusters contributes to the new cluster , so In an alternative embodiment , incrementally training a 
that the new model repre nts a weighted average of the model with the new data may also be performed using an 
source cluster models . Model generator 116 may then incor- exponential moving average . In the example given above , 
porate the new data into the new model , for example , by 25 for example , the ratio in the new model for A may be 
incremental training using the new data as training data . For computed as follows . Labeling the old ratio , 0.13333 , as 
example , model generator 116 may update the new model by ratio_8 , we may incrementally add five new days . We 
weighting the effect of the new data such that it has more suppose that for three of these days the event did not occur , 
effect on the new model than the models of the source and 0 is added to the exponential moving average . For the 
clusters . For example , a recency - weighted average such as 30 last two days , the event did occur , and 1 is added to the 
exponential smoothing , may be used , as illustrated below . exponential moving average . A parameter alpha is associ 

The method chosen for weighting source cluster models ated with the exponential average , for example , alpha = 0.05 . 
and new data may depend on the type of information The ratios ratio_9 to ratio_13 ( the new ratio ) are computed 
represented in the models . For example , a simple cluster via the formulas 
model 118 may include a count of elapsed training periods , 35 ratio_9 = ( 1 - alpha ) * ratio_8 + alpha * 0 
during which the model has been trained , and a ratio , 
representing the percentage of training periods in which a ratio_10 = ( 1 - alpha ) * ratio_9 + alpha * 0 
particular event associated with the cluster occurred . A new 
cluster model 118 may have a count equal to the maximum ratio_11 = ( 1 - alpha ) * ratio_10 + alpha * 0 
of the counts for any source cluster models , and a ratio that 40 
is a weighted average of the ratios of the source cluster ratio_12 = ( 1 - alpha ) * ratio_11 + alpha * 1 
models , according to the proportion that each source clusters 
contributes to the new cluster . Model generator 116 may ratio_13 = ( 1 - alpha ) * ratio_12 + alpha * 1 

increase the count in the new model by 1 for each new The resulting ratio_13 will be the ratio of the new model for 
training period contained in the new data . Model generator 45 cluster A. 
116 may then adjust the ratio in the new model , based on the The forgoing , non - limiting , examples are merely illustra 
occurrence of the particular event in the new data . tive examples of incremental training algorithms and meth 

For example , a cluster model 118 designed to uncover ods of performing a weighted average of models , which may 
anomalous database activity may represent the database be used in embodiments of the present invention . Others are 
activity of multiple users , partitioned into clusters that 50 contemplated . 
represent similar user behavior . Cluster models 118 may FIG . 2 is a flowchart depicting various operational steps 
include a count , representing the maximum number of days performed by computing device 110 in executing dynamic 
during which users associated with the cluster have been clustering program 112 , in accordance with an exemplary 
tracked , and , for various database queries associated with embodiment of the invention . Cluster generator 114 receives 
users in the cluster , referred to as events , a ratio representing 55 a first set of data from datastore 120 ( step 210 ) . Cluster 
the percentage of days that particular events occurred . As an generator 114 generates a first set of clusters for the first set 
illustrative example , suppose that user activity is monitored of data ( step 212 ) . Model generator 116 creates models for 
and cluster models 118 are updated every five days . Suppose the first set of clusters ( step 214 ) . Cluster generator 114 
that , at the end of a particular 5 - day monitoring period , the receives second set of data ( step 216 ) and generates a second 
set of existing , or old , clusters includes cluster B and cluster 60 set of clusters from the second set of data ( step 218 ) . Model 
C. Further , suppose that the model for cluster B has a count generator 116 creates a second set of models for the second 
of 6 and a ratio of 0.2 for a particular event , and the model set of clusters , based on the first set of clusters and the 
for cluster C has a count of 8 and a ratio of 0.1 for the same second set of data ( step 220 ) . 
event . Suppose that reclustering produces a new cluster A , FIG . 3 depicts a block diagram of components of a 
for which clusters B and C are the only source clusters . That 65 computing device 110 , in accordance with an embodiment 
is , all of the users in cluster A were assigned to either cluster of the present invention . It should be appreciated that FIG . 
B or cluster C. For example , suppose that the users in cluster 3 provides only an illustration of one implementation and 

a 

a a 
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does not imply any limitations with regard to the environ- The computer readable storage medium can be a tangible 
ments in which different embodiments may be implemented . device that can retain and store instructions for use by an 
Many modifications to the depicted environment may be instruction execution device . The computer readable storage 
made . medium may be , for example , but is not limited to , an 

Computing device 110 may include one or more proces- 5 electronic storage device , a magnetic storage device , an 
sors 902 , one or more computer - readable RAMs 904 , one or optical storage device , an electromagnetic storage device , a 
more computer - readable ROMs 906 , one or more computer semiconductor storage device , or any suitable combination 
readable storage media 908 , device drivers 912 , read / write of the foregoing . A non - exhaustive list of more specific 
drive or interface 914 , network adapter or interface 916 , all examples of the computer readable storage medium includes 
interconnected over a communications fabric 918. Commu- 10 the following : a portable computer diskette , a hard disk , a random access memory ( RAM ) , a read - only memory nications fabric 918 may be implemented with any archi ( ROM ) , an erasable programmable read - only memory tecture designed for passing data and / or control information ( EPROM or Flash memory ) , a static random access memory between processors ( such as microprocessors , communica 
tions and network processors , etc. ) , system memory , periph- 15 ROM ) , a digital versatile disk ( DVD ) , a memory stick , a ( SRAM ) , a portable compact disc read - only memory ( CD 
eral devices , and any other hardware components within a floppy disk , a mechanically encoded device such as punch 
system . cards or raised structures in a groove having instructions 
One or more operating systems 910 , and one or more recorded thereon , and any suitable combination of the fore 

application programs 928 , for example , dynamic clustering going . A computer readable storage medium , as used herein , 
program 112 , are stored on one or more of the computer 20 is not to be construed as being transitory signals per se , such 
readable storage media 908 for execution by one or more of as radio waves or other freely propagating electromagnetic 
the processors 902 via one or more of the respective RAMS waves , electromagnetic waves propagating through a wave 
904 ( which typically include cache memory ) . In the illus- guide or other transmission media ( e.g. , light pulses passing 
trated embodiment , each of the computer readable storage through a fiber - optic cable ) , or electrical signals transmitted 
media 908 may be a magnetic disk storage device of an 25 through a wire . 
internal hard drive , CD - ROM , DVD , memory stick , mag- Computer readable program instructions described herein 
netic tape , magnetic disk , optical disk , a semiconductor can be downloaded to respective computing / processing 
storage device such as RAM , ROM , EPROM , flash memory devices from a computer readable storage medium or to an 
or any other computer - readable tangible storage device that external computer or external storage device via a network , 
can store a computer program and digital information . 30 for example , the Internet , a local area network , a wide area 

Computing device 110 may also include a R / W drive or network and / or a wireless network . The network may com 
interface 914 to read from and write to one or more portable prise copper transmission cables , optical transmission fibers , 
computer readable storage media 926. Application programs wireless transmission , routers , firewalls , switches , gateway 
928 on computing device 110 may be stored on one or more computers and / or edge servers . A network adapter card or 
of the portable computer readable storage media 926 , read 35 network interface in each computing processing device 
via the respective R / W drive or interface 914 and loaded into receives computer readable program instructions from the 
the respective computer readable storage media 908 . network and forwards the computer readable program 

Computing device 110 may also include a network instructions for storage in a computer readable storage 
adapter or interface 916 , such as a TCP / IP adapter card or medium within the respective computing / processing device . 
wireless communication adapter ( such as a 4G wireless 40 Computer readable program instructions for carrying out 
communication adapter using OFDMA technology ) . Appli- operations of the present invention may be assembler 
cation programs 928 on computing device 110 may be instructions , instruction - set - architecture ( ISA ) instructions , 
downloaded to the computing device from an external machine instructions , machine dependent instructions , 
computer or external storage device via a network ( for microcode , firmware instructions , state - setting data , or 
example , the Internet , a local area network or other wide 45 either source code or object code written in any combination 
area network or wireless network ) and network adapter or of one or more programming languages , including an object 
interface 916. From the network adapter or interface 916 , the oriented programming language such as Smalltalk , C ++ or 
programs may be loaded onto computer readable storage the like , and conventional procedural programming lan 
media 908. The network may comprise copper wires , optical guages , such as the C programming language or similar 
fibers , wireless transmission , routers , firewalls , switches , 50 programming languages . The computer readable program 
gateway computers and / or edge servers . instructions may execute entirely on the user's computer , 

Computing device 110 may also include a display screen partly on the user's computer , as a stand - alone software 
920 , a keyboard or keypad 922 , and a computer mouse or package , partly on the user's computer and partly on a 
touchpad 924. Device drivers 912 interface to display screen remote computer or entirely on the remote computer or 
920 for imaging , to keyboard or keypad 922 , to computer 55 server . In the latter scenario , the remote computer may be 
mouse or touchpad 924 , and / or to display screen 920 for connected to the user's computer through any type of 
pressure sensing of alphanumeric character entry and user s . network , including a local area network ( LAN ) or a wide 
The device drivers 912 , R / W drive or interface 914 and area network ( WAN ) , or the connection may be made to an 
network adapter or interface 916 may comprise hardware external computer ( for example , through the Internet using 
and software ( stored on computer readable storage media 60 an Internet Service Provider ) . In some embodiments , elec 
908 and / or ROM 906 ) . tronic circuitry including , for example , programmable logic 

The present invention may be a system , a method , and / or circuitry , field - programmable gate arrays ( FPGA ) , or pro 
a computer program product . The computer program prod- grammable logic arrays ( PLA ) may execute the computer 
uct may include a non - transitory computer readable storage readable program instructions by utilizing state information 
medium ( or media ) having computer readable program 65 of the computer readable program instructions to personalize 
instructions thereon for causing a processor to carry out the electronic circuitry , in order to perform aspects of the 
aspects of the present invention . present invention . 
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Aspects of the present invention are described herein with skilled in the art of the invention are intended to be included 
reference to flowchart illustrations and / or block diagrams of within the scope of the invention as defined by the accom 
methods , apparatus ( systems ) , and computer program prod- panying claims . 
ucts according to embodiments of the invention . It will be What is claimed is : 
understood that each block of the flowchart illustrations 5 1. A computer - implemented method for incremental train 
and / or block diagrams , and combinations of blocks in the ing of models with dynamic clustering , the method com 
flowchart illustrations and / or block diagrams , can be imple- prising : 
mented by computer readable program instructions . monitoring a plurality of online database activity associ 

These computer readable program instructions may be ated with a plurality of users for two or more monitor 
provided to a processor of a general purpose computer , 10 ing periods , the database activity including types and 
special purpose computer , or other programmable data pro- frequencies of database queries issued by the users 
cessing apparatus to produce a machine , such that the during a monitoring period ; 
instructions , which execute via the processor of the com- receiving , by a computer , a first set of data corresponding 
puter or other programmable data processing apparatus , with database activity during a first monitoring period ; 
create means for implementing the functions / acts specified 15 generating , by the computer , a first set of clusters based on 
in the flowchart and / or block diagram block or blocks . These the first set of data , each user during the first monitoring 
computer readable program instructions may also be stored period being associated with one of the first set of 
in a computer readable storage medium that can direct a clusters ; 
computer , a programmable data processing apparatus , and / creating , by the computer , a respective first set of models 
or other devices to function in a particular manner , such that 20 of database access behavior for the first set of clusters ; 
the computer readable storage medium having instructions receiving , by the computer , a second set of data , the 
stored therein comprises an article of manufacture including second set of data corresponding with database activity 
instructions which implement aspects of the function / act during a second monitoring period ; 
specified in the flowchart and / or block diagram block or generating , by the computer , a second set of clusters based 
blocks . on the second set of data and based on a subset of the 

The computer readable program instructions may also be first set of data , wherein each user during the second 
loaded onto a computer , other programmable data process- monitoring period is associated with one of the second 
ing apparatus , or other device to cause a series of operational set of clusters ; and 
steps to be performed on the computer , other programmable creating , by the computer , a respective second set of 
apparatus or other device to produce a computer imple- 30 models of database access behavior for the second set 
mented process , such that the instructions which execute on of clusters , wherein at least one model of the second set 
the computer , other programmable apparatus , or other of models is based on two or more of the first set of 
device implement the functions / acts specified in the flow models and further based on the second set of data , and 
chart and / or block diagram block or blocks . wherein : 

The flowchart and block diagrams in the figures illustrate 35 for a cluster of the second set of clusters : 
the architecture , functionality , and operation of possible identifying source clusters from the first set of clusters 
implementations of systems , methods , and computer pro that contain database activity objects that are also 
gram products according to various embodiments of the contained in the cluster , and 
present invention . In this regard , each block in the flowchart computing a model for the cluster , based on respective 
or block diagrams may represent a module , segment , or 40 models for the source clusters and on data from the 
portion of instructions , which comprises one or more second set of data that is contained in the cluster by : 
executable instructions for implementing the specified logi- computing a weighted average of the models for the 
cal function ( s ) . In some alternative implementations , the source clusters , proportionally based on the database 
functions noted in the block may occur out of the order noted activity objects respectively contained in the source 
in the figures . For example , two blocks shown in succession 45 clusters that are also contained in the cluster ; and 
may , in fact , be executed substantially concurrently , or the incrementally training the model for the cluster , using 
blocks may sometimes be executed in the reverse order , data from the second set of data that is contained in 
depending upon the functionality involved . It will also be the cluster , wherein the incrementally training the 
noted that each block of the block diagrams and / or flowchart model for the cluster weights the second set of data 
illustration , and combinations of blocks in the block dia- 50 using exponential smoothing . 
grams and / or flowchart illustration , can be implemented by 2. The method in accordance with claim 1 , wherein 
special purpose hardware - based systems that perform the generating , by the computer , clusters in one or both of the 
specified functions or acts or carry out combinations of first and second set of clusters comprises one of : 
special purpose hardware and computer instructions . distance - based clustering , probabilistic density - based 

The programs described herein are identified based upon 55 clustering , or grid - based clustering . 
the application for which they are implemented in a specific 3. The method in accordance with claim 1 , wherein 
embodiment of the invention . However , it should be appre- creating , by the computer , a respective first set of models 
ciated that any particular program nomenclature herein is for the first set of clusters comprises training classifi 
used merely for convenience , and thus the invention should cation machine learning models based on the first set of 
not be limited to use solely in any specific application 60 data and the first set of clusters . 
identified and / or implied by such nomenclature . 4. The method in accordance with claim 3 , wherein the 
The foregoing description of various embodiments of the classification machine learning models are respectively one 

present invention has been presented for purposes of illus- or more of : 
tration and description . It is not intended to be exhaustive nave Bayes , logistic regression , and support vector 
nor to limit the invention to the precise form disclosed . 65 machine ( SVM ) . 
Many modifications and variations are possible . Such modi- 5. The method in accordance with claim 1 , wherein the 
fication and variations that may be apparent to a person second monitoring period is a predefined time interval and 
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the second set of data comprises data received during the incrementally training the model for the cluster , 
predefined time interval after receiving the first set of data . using data from the second set of data that is 

6. The method in accordance with claim 1 , wherein the contained in the cluster , wherein the incrementally 
second set of data comprises a predefined volume of data training the model for the cluster weights the 
received after receiving the first set of data . second set of data using exponential smoothing . 

7. The method in accordance with claim 1 , wherein the 9. The computer system in accordance with claim 8 , 
generating , by the computer , a second set of clusters based wherein program instructions to generate the clusters in one 
on the second set of data , and based on a subset of the first or both of the first and second set of clusters comprise 
set of data , comprises one of : program instructions to perform one of : 

distance - based clustering , probabilistic density - based merging some or all of the first set of data with the second 
set of data into a merged dataset , and generating clustering , or grid - based clustering . 
clusters for the merged dataset ; or 10. The computer system in accordance with claim 8 , 

wherein incremental clustering , based on the first set of clusters program instructions to create a respective first set of and the second set of data . models for the first set of clusters comprise program 8. A computer system for incremental training of models instructions to train classification machine learning 
with dynamic clustering , the computer system comprising : models based on the first set of data and the first set of 

one or more computer processors , one or more non clusters . 
transitory computer - readable storage media , and pro- 11. The computer system in accordance with claim 10 , 
gram instructions stored on one or more of the com- 20 wherein the classification machine learning models are 
puter - readable storage media for execution by at least respectively one or more of : 
one of the one or more processors , the program instruc- naïve Bayes , logistic regression , and support vector 
tions comprising : machine ( SVM ) . 

program instructions to monitor a plurality of online 12. The computer system in accordance with claim 8 , 
database activity associated with a plurality of users for 25 wherein the second monitoring period is a predefined time 
a monitoring period for two or more monitoring peri- interval and second set of data comprises data received 
ods , the database activity including types and frequen- during the predefined time interval after receiving the first 
cies of database queries issued by the users during a set of data . 
monitoring period ; 13. The computer system in accordance with claim 8 , 

program instructions to receive a first set of data corre- 30 wherein the second set of data comprises a predefined 
sponding with database activity during a first monitor- volume of data received after receiving the first set of data . 
ing period ; 14. The computer system in accordance with claim 8 , 

program instructions to generate a first set of clusters wherein the program instructions to generate a second set of 
based on the first set of data , each user during the first clusters based on the second set of data , and based on a 
monitoring period being associated with one of the first 35 subset of the first set of data , comprise one of : 
set of clusters ; program instructions to merge some or all of the first set 

program instructions to create a respective first set of of data with the second set of data into a merged 
models of database access behavior for the first set of dataset , and to generate clusters for the merged dataset ; 
clusters ; 

program instructions to receive a second set of data , the 40 program instructions to perform incremental clustering , 
second set of data corresponding with database activity based on the first set of clusters and the second set of 
during a second monitoring period ; data . 

program instructions to generate a second set of clusters 15. A computer program product for incremental training 
based on the second set of data and based on a subset of models with dynamic clustering , the computer program 
of the first set of data , wherein each user during the 45 product comprising : 
second monitoring period is associated with one of the one or more non - transitory computer - readable storage 
second set of clusters ; and media and program instructions stored on the one or 

program instructions to create a respective second set of more computer - readable storage media , the program 
models of database access behavior for the second set instructions comprising : 
of clusters , wherein at least one model of the second set 50 program instructions to monitor a plurality of online 
of models is based on two or more of the first set of database activity associated with a plurality of users for 
models and further based on the second set of data , and two or more monitoring periods , the database activity 
wherein the program instructions to create a respective including types and frequencies of database queries 
second set of models include : issued by the users during a monitoring period ; 

program instructions , for a cluster of the second set of 55 program instructions to receive a first set of data corre 
clusters , to : sponding with database activity during a first monitor 
identify source clusters from the first set of clusters that ing period ; 

contain database activity objects that are also con- program instructions to generate a first set of clusters 
tained in the cluster ; and based on the first set of data , each user during the first 

compute a model for the cluster , based on respective 60 monitoring period being associated with one of the first 
models for the source clusters and on data from the set of clusters ; 
second set of data that is contained in the cluster by : program instructions to create a respective first set of 
computing a weighted average of the models for the models of database access behavior for the first set of 

source clusters , proportionally based on the data clusters ; 
base activity objects respectively contained in the 65 program instructions to receive a second set of data , the 
source clusters that are also contained in the second set of data corresponding with database activity 
cluster ; and during a second monitoring period ; 

or 

a 
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program instructions to generate a second set of clusters 
based on the second set of data and based on a subset 
of the first set of data , and 

program instructions to create a respective second set of 
models of database access behavior for the second set 
of clusters , wherein at least one model of the second set 
of models is based on two or more of the first set of 
models and further based on the second set of data , and 
wherein the program instructions to create a respective 
second set of models include : 

program instructions , for a cluster of the second set of 
clusters , to : 
identify source clusters from the first set of clusters that 

contain database activity objects that are also con 
tained in the cluster ; and 

compute a model for the cluster , based on respective 
models for the source clusters and on data from the 
second set of data that is contained in the cluster by : 
computing a weighted average of the models for the 

source clusters , proportionally based on the data- 20 
base activity objects respectively contained in the 
source clusters that are also contained in the 
cluster ; and 

incrementally training the model for the cluster , 
using data from the second set of data that is 25 
contained in the cluster , wherein the incrementally 
training the model for the cluster weights the 
second set of data using exponential smoothing . 

15 


