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MULTIPLE LINK TRAFFIC DISTRIBUTION
BACKGROUND
Technical Field
[0001] This invention is related to the field of packet communications in electronic

systems such as computer systems, and to routing packet traffic in such systems.

Background Art

[0002] Systems that implement packet communications (as opposed to shared bus
communications) often implement point-to-point interconnect between nodes in the system.
For convenience, a link between nodes will be referred to herein. Each link is one
communication path between nodes, and a packet can be transmitted on the link. The link
can be one way or two way.

[0003] In a multinode system, each node typically includes circuitry to interface to
multiple other nodes. For example, 3 or 4 links can be supported from a given node to
connect to other nodes. However, if fewer than the maximum number of nodes is included
in a given system, then links on a particular node can be idle. Bandwidth that could
otherwise be used to communicate in the system is wasted.

[0004] One packet-based link interconnect is specified in the HyperTransportTM (HT)
specification for I/O interconnect. A corresponding coherent HT (cHT) specification also
exists. Packets on HT and cHT travel in different virtual channels to provide deadlock free
operation. Specifically, posted request, non-posted request, and response virtual channels
are provided on HT, and cHT includes those virtual channels and the probe virtual channel.
Routing of packets can be based on virtual channel according to the HT specification, and
thus different packets to the same node but in different virtual channels can be routed on
different links. If those links are all coupled to the same other node, some of the wasted
bandwidth can be reclaimed.

[0005] Unfortunately, the use of multiple links for different virtual channels does not
lead to even use of bandwidth on the links. Responses are more frequent than requests (e.g.
several occur per coherent request). Frequently, responses include data since the responses

to read requests (the most frequent requests) carry the data. For block-sized responses, the
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data is significant larger than the non-data carrying responses, requests, and probes.
Additionally, the packets transmitted in a given virtual channel may be bursty, and thus

bandwidth on other links goes unused while the bursty channel travels over one link.

DISCLOSURE OF INVENTION
[0006] In one embodiment, a node comprises a plurality of interface circuits coupled to
a node controller. Each of the plurality of interface circuits is configured to couple to a
respective link of a plurality of links. The node controller is configured to select a first link
from two or more of the plurality of links to transmit a first packet, wherein the first link is
selected responsive to a relative amount of traffic transmitted via each of the two or more of
the plurality of links. A system comprising two or more of the nodes is also contemplated.
[0007] In an embodiment, a method comprises receiving a first packet in a node
controller within a node that is configured to couple to a plurality of links; and selecting a
link from two or more of the plurality of links to transmit the first packet, wherein the
selecting is responsive to a relative amount of traffic transmitted via each of the two or
more of the plurality of links.
[0008] In another embodiment, a node comprises a plurality of interface circuits
coupled to a node controller. Each of the plurality of interface circuits is configured to
couple to a respective link of a plurality of links. The node controller comprises a routing
table programmed to select among the plurality of links to transmit each packet of a
plurality of packets, wherein the routing table is programmed to select among the plurality
of links responsive to one or more packet attributes of each packet. The node controller is
further configured to select a first link from two or more of the plurality of links for at least
a first packet of the plurality of packets. The node controller is configured to transmit the
first packet using the first link instead of a second link indicated by the routing table for the

first packet.

BRIEF DESCRIPTION OF DRAWINGS
[0009] The following detailed description makes reference to the accompanying
drawings, which are now briefly described.
[0010] Fig. 1 is a block diagram of one embodiment of a system.

[0011] Fig. 2 is a block diagram of another embodiment of a system.
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[0012] Fig. 3 is a block diagram of one embodiment of a multi-chip module.

[0013] Fig. 4 is a block diagram of one embodiment of a node shown in Figs. 1-3.
[0014] Fig. 5 is a block diagram of one embodiment of a control register shown in Fig.
4.

[0015] Fig. 6 is a flowchart illustrating operation of one embodiment of a node
controller in Fig. 4.

[0016] Fig. 7 is a block diagram of another embodiment of a node shown in Figs. 1-3.
[0017] Fig. 8 is a block diagram of oﬁe embodiment of a control register shown in Fig.
7.

[0018] Fig. 9 is a flowchart illustrating operation of one embodiment of a node
controller in Fig. 7 to write a queue entry.

[0019] Fig. 10 is a flowchart illustrating operation of one embodiment of a node
controller in Fig. 7 schedule a packet corresponding to a queue entry.

[0020] Fig. 11 is a flowchart illustrating one embodiment of distributing traffic over
multiple links.

[0021] While the invention is susceptible to various modifications and alternative
forms, specific embodiments thereof are shown by way of example in the drawings and will
herein be described in detail. It should be understood, however, that the drawings and
detailed description thereto are not intended to limit the invention to the particular form
disclosed, but on the contrary, the intention is to cover all modifications, equivalents and
alternatives falling within the spirit and scope of the present invention as defined by the

appended claims.

MODE() FOR CARRYING OUT THE INVENTION

Overview

[0022] Turning now to Fig. 1, an embodiment of a computer system 300 is shown. In
the embodiment of Fig. 1, computer system 300 includes several processing nodes 312A,
312B, 312C, and 312D. Each processing node is coupled to a respective memory 314A-
314D via a memory controller 316A-316D included within each respective processing node
312A-312D. Additionally, processing nodes 312A-312D include an interface circuit to
communicate between the processing nodes 312A-312D. For example, processing node

312A includes interface circuit 318A for communicating with processing node 312B,
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interface circuit 318B for communicating with processing node 312C, and interface circuit
318C for communicating with yet another processing node (not shown). Similarly,
processing node 312B includes interface circuits 318D, 318E, and 318F; processing node
312C includes interface circuits 318G, 318H, and 318I; and processing node 312D includes
interface circuits 318J, 318K, and 318L. Processing node 312D is coupled to communicate
with a plurality of input/output devices (e.g. devices 320A-320B in a daisy chain
configuration) via interface circuit 318L. Other processing nodes may communicate with
other I/O devices in a similar fashion.

[0023] Processing nodes 312A-312D implement a packet-based interface for inter-
processing node communication. In the present embodiment, the interface is implemented
as sets of unidirectional links (e.g. links 324 A are used to transmit packets from processing
node 312A to processing node 312B and links 324B are used to transmit packets from
processing node 312B to processing node 312A). Other sets of links 324C-324H are used
to transmit packets between other processing nodes as illustrated in Fig. 1. Generally, each
set of links 324 may include one or more data lines, one or more clock lines corresponding
to the data lines, and one or more control lines indicating the type of packet being conveyed.
The link may be operated in a cache coherent fashion for communication between
processing nodes or in a noncoherent fashion for communication between a processing node
and an I/O device (or a bus bridge to an I/O bus of conventional construction such as the
Peripheral Component Interconnect (PCI) bus or Industry Standard Architecture (ISA) bus).
Furthermore, the link may be operated in a non-coherent fashion using a daisy-chain
structure between /O devices as shown. It is noted that a packet to be transmitted from one
processing node to another may pass through one or more intermediate nodes. For
example, a packet transmitted by processing node 312A to processing node 312D may pass
through either processing node 312B or processing node 312C as shown in Fig. 1. Any
suitable routing algorithm may be used. Other embodiments of computer system 300 may
include more or fewer processing nodes then the embodiment shown in Fig. 1.

[0024] Generally, the packets may be transmitted as one or more bit times on the links
324 between nodes. A given bit time may be referenced to the rising or falling edge of the
clock signal on the corresponding clock lines. That is, both the rising and the falling edges
may be used to transfer data, so that the data rate is double the clock frequency (double data

rate, or DDR). The packets may include request packets for initiating transactions, probe
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packets for maintaining cache coherency, and response packets for responding to probes
and requests (and for indicating completion by the source/target of a transaction). Some
packets may indicate data movement, and the data being moved may be included in the data
movement packets. For example, write requests include data. Probe responses with
modified data and read responses both include data. Thus, in general, a packet may include
a command portion defining the packet, its source and destination, etc. A packet may
optionally include a data portion following the command portion. The data may be a cache
block in size, for coherent cacheable operations, or may be smaller (e.g. for non-cacheable
reads/writes). A block may be the unit of data for which coherence is maintained. That is,
the block of data is treated as a unit for coherence purposed. Coherence state is maintained
for the unit as a whole (and thus, if a byte is written in the block, then the entire block is
considered modified, for example). A block may be a cache block, which is the unit of
allocation or deallocation in the caches, or may differ in size from a cache block.

[0025] Processing nodes 312A-312D, in addition to a memory controller and interface
logic, may include one or more processors. Broadly speaking, a processing node comprises
at least one processor and may optionally include a memory controller for communicating
with a memory and other logic as desired. One or more processors may comprise a chip
multiprocessing (CMP) or chip multithreaded (CMT) integrated circuit in.the processing
node or forming the processing node, or the processing node may have any other desired
internal structure. Any level of integration or any number of discrete components may form
anode. Other types of nodes may include any desired circuitry and the circuitry for
communicating on the links. For example, the I/O devices 320A-320B may be /O nodes,
in one embodiment. Generally, a node may be treated as a unit for coherence purposes.
Thus, the coherence state in the coherence scheme may be maintained on a per-node basis.
Within the node, the location of a given coherent copy of the block may be maintained in
any desired fashion, and there may be more than one copy of the block (e.g. in multiple
cache levels within the node).

[0026] Memories 314A-314D may comprise any suitable memory devices. For
example, a memory 314A-314D may comprise one or more RAMBUS DRAMs
(RDRAMs), synchronous DRAMs (SDRAMs), DDR SDRAM, static RAM, etc. The
address space of computer system 300 is divided among memories 314A-314D. Each

processing node 312A-312D may include a memory map used to determine which
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addresses are mapped to which memories 314A-314D, and hence to which processing node
312A-312D a memory request for a particular address should be routed. In one
embodiment, the coherency point for an address within computer system 300 is the memory
controller 316A-316D coupled to the memory storing bytes corresponding to the address.
In other words, the memory controller 316A-316D is responsible for ensuring that each
memory access to the corresponding memory 314A-314D occurs in a cache coherent
fashion. Memory controllers 316A-316D may comprise control circuitry for interfacing to
memories 314A-314D. Additionally, memory controllers 316A-316D may include request
queues for queuing memory requests.

[0027] Generally, interface circuits 318A-318L may comprise a variety of buffers for
receiving packets from the link and for buffering packets to be transmitted upon the link.
Computer system 300 may employ any suitable flow control mechanism for transmitting
packets. For example, in one embodiment, each interface circuit 318 stores a count of the
number of each type of buffer within the receiver at the other end of the link to which that
interface logic is connected. The interface logic does not transmit a packet unless the
receiving interface logic has a free buffer to store the packet. As a receiving buffer is freed
by routing a packet onward, the receiving interface logic transmits a message to the sending
interface logic to indicate that the buffer has been freed. Such a mechanism may be referred
to as a "coupon-based" system.

[0028] I/O devices 320A-320B may be any suitable I/O devices. For example, /O
devices 320A-320B may include devices for communicating with another computer system
to which the devices may be coupled (e.g. network interface cards or modems).
Furthermore, I/O devices 320A-320B may include video accelerators, audio cards, hard or
floppy disk drives or drive controllers, SCSI (Small Computer Systems Interface) adapters
and telephony cards, sound cards, and a variety of data acquisition cards such as GPIB or
field bus interface cards. Furthermore, any I/O device implemented as a card may also be
implemented as circuitry on the main circuit board of the system 300 and/or software
executed on a processing node. It is noted that the term "I/O device" and the term
"peripheral device" are intended to be synonymous herein.

[0029] In one embodiment, the links 324A-324H are compatible with the
HyperTransport™ (HT) specification promulgated by the HT consortium, specifically

version 3. The protocol on the links is modified from the HT specification to support
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coherency on the links, as described above. For the remainder of this discussion, HT links
will be used as an example (and the interface circuits 318A-318L may be referred to as HT
ports). However, other embodiments may implement any links and any protocol thereon.
Additionally, processing nodes may be used as an example of nodes participating in the
cache coherence scheme (coherent nodes). However, any coherent nodes may be used in
other embodiments.

[0030] Fig. 1 illustrates several nodes 312A-312D in a system 300, and the relatively
efficient use of the links in the system 300. Systems with fewer nodes would not
necessarily utilize the links, unless multiple links are connect between the same two nodes.
Fig. 2 is a block diagram illustrating one embodiment of a system including two nodes 10A-
10B. Each node 10A-10B may be an instance of a processing node such as the processing
nodes 312A-312B in Fig. 1, for example, or may be any other type of node. In Fig. 1, each
node includes 4 interface circuits, 12A-12D in node 10A and 12E-12H in node 10B.
Interface circuits 12A and 12H are coupled to links to I/O devices, and interface circuits
12B, 12C, and 12D are coupled to links to interface circuits 12G, 12F, and 12E,
respectively, as shown in Fig. 2. Accordingly, three links worth of bandwidth is available
between the nodes 10A-10B. The nodes 10A-10B may implement the packet distribution
mechanism describe below to utilize the available bandwidth.

[0031] Fig. 3 illustrates one embodiment of a multi-chip module (MCM) 20 that
includes two nodes 10C-10D. The nodes 10C-10D may be instances of a processing node
such as the processing nodes 312A-312D, or may be other types of nodes. The nodes 10C-
10D include four interface circuits 12I-12N and 12P-12Q, as shown. The MCM 20
includes 4 external links (e.g. so the MCM 20 can be directly inserted into a socket
designed for a single node, such as the node 10A-10B in Fig. 2). The interface circuits 12]-
12J and 12P-12Q may provide the external links. Thus interface circuits 12K-12N are
available for communication between the nodes 10C-10D on the MCM 20. As shown,
interface circuit 12L is coupled to a link to interface circuit 12M, and interface circuit 12K
is coupled to a link to interface circuit 12N. In the case of the MCM 20, not only is the
extra bandwidth of internal links between the nodes 10C-10D useful for communications
between the nodes, but also for communications from one node that are to be routed off the
MCM 20 through one of the interface circuits on the other node. It is noted that, in other

embodiments, additional nodes may be included in the MCM 20. The number of external
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links and/or the number of interface circuits per node may vary in other embodiments.

Packet Distribution

[0032] The nodes 10A-10D may implement a packet distribution mechanism to more
evenly consume the available bandwidth on two or more links between the same two nodes.
Each node may be configured to select a link (and thus an interface circuit that couples to
that link) on which to transmit a packet. If the packet may be transmitted on one of two or
more links, the node may select a link dependent on the relative amount of traffic that has
been transmitted on each of the corresponding links. Traffic may be measured in any
desired fashion (e.g. numbers of packets transmitted, number of bytes transmitted, or any
other desired measurement). By incorporating the amount of traffic that has been
transmitted on each eligible link, the nodes 10A-10D may be more likely to evenly use the
available bandwidth on multiple links to the same other node (or close to evenly use the
bandwidth). The packet distribution may be independent of virtual channel, packet type,
etc. and thus any packets that are enabled for distribution may be distributed over the
available links.

[0033] Each interface circuit is configured to couple to a different link. Accordingly,
the selection of a "link" implies selecting an interface circuit to which the packet is routed.
The interface circuit may drive the packet on the link, during use. For convenience, the
discussion below may refer to selecting a link, which may be effectively synonymous with
selecting an interface circuit that is coupled to that link during use.

[0034] In one embodiment, the nodes 10A-10D may implement a routing table that may
use one or more packet attributes to identify the link on which the packet should be
transmitted. Packet attributes may include any identifiable property or value related to the
packet. For example, request packets may include an address of data to be accessed in the
request. The address may be a packet attribute, and may be decoded to determine a link
(e.g. a link that may result in the packet being routed to the home node for the address). For
response packets, the source node may be a packet attribute. Other packet attributes may
include virtual channel, destination node, etc. The packet attributes may be used to index
the routing table and output a link identifier indicating a link on which the packet is to be
routed. If packet distribution is implemented, the link selected according to the packet
distribution mechanism may be used instead of the link identified by the routing table. The

link identified by the routing table may be one of the links over which packet traffic is being
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distributed, and thus in some instances the output of the routing table and the packet
distribution mechanism may be the same. Viewed in another way, two packets having the
same packet attributes that are used to index the routing table 48 may be routed onto
different links.

[0035] In one embodiment, the output of the routing table may be used for certain
destination nodes and the packet distribution mechanism may be used for other destination
nodes of packets. That is, nodes to which a given node is connected via two or more links
may use the packet distribution mechanism and others may not. In another embodiment,
certain links may be grouped together and the packet distribution mechanism may be used
for those links.

[0036] Turning now to Fig. 4, a block diagram of one embodiment of the node 10A is
shown. Other nodes 10B-10C may be similar. Since the node 10A in Fig. 4 includes
processor cores, the node 10A may be an instance of the node 312A, and other processing
nodes 312B-312D may be similar. In the embodiment of Fig. 4, the node 10A includes one
or more processor cores 40A-40N coupled to a node controller 42 which is further coupled
to the interface circuits 12A-12D (HT ports 12A-12D in this embodiment) and the memory
controller 316A. The node controller 42 may comprise a system request queue (SRQ) 44, a
scheduler control unit 46, a routing table 48, a distribution control register 50, and a
distribution control unit 52. The scheduler control unit 46 is coupled to the system request
queue 44 and the routing table 48. The distribution control unit 52 is coupled to receive
packets from the memory controller 316A and the processor cores 40A-40N, and is further
coupled to the routing table 48, the distribution control register 50, and the SRQ 44. The
SRQ 44 is further configured to receive packets from the HT ports 12A-12D. In one
embodiment, the node 10A may be a single integrated circuit chip comprising the circuitry
shown therein in Fig. 4. That is, the node 10A may be a chip multiprocessor (CMP). Other
embodiments may implement the node 10A as two or more separate integrated circuits, as
desired. Any level of integration or discrete components may be used.

[0037]  The node controller 42 may generally be configured to receive packets from the
processor cores 40A-40N, the memory controller 316A, and the HT ports 12A-12D and to
route those communications to the processor cores 40A-40N, the HT ports 12A-12D, and
the memory controller 316A dependent upon the packet type, the address in the packet, etc.

The node controller 42 may write received packet-identifying data into the SRQ 44 (from

9-



10

15

20

25

30

WO 2008/150535 PCT/US2008/007027

any source). The node controller 42 (and more particularly the scheduler control unit 46)
may schedule packets from the SRQ for routing to the destination or destinations among the
processor cores 40A-40N, the HT ports 12A-12D, and the memory controller 316A. The
processor cores 40A-40N and the memory controller 316A are local packet sources, which
may generate new packets to be routed. The processor cores 40A-40N may generate
requests, and may provide responses to received probes and other received packets. The
memory controller 316A may generate responses for requests received by the memory
controller 316A from either the HT ports 12A-12D or the processor cores 40A-40N, probes
to maintain coherence, etc. The HT ports 12A-12D are external packet sources. Packets
received from the HT ports 12A-12D may be passing through the node 10A (and thus may
be routed out through another HT port 12A-12D) or may be targeted at a processor core
40A-40N and/or the memory controller 316A.

[0038] In this embodiment, the local packet sources may have an output link assigned
by the distribution control unit 52 as the packets are input to the SRQ 44. The output link
may be the link indicated by the routing table 48 for the packet (based on one or more
packet attributes), or may be one of two or more links over which traffic is being
distributed. In this embodiment, packet traffic may be distributed over two or more links
for a particular destination node (or nodes) for locally generated packets from local packet
sources. Packets from external sources may be routed based on the routing table output
(e.g. as checked by the scheduler control unit 46). Distributing only locally generated
packet traffic is one embodiment, other embodiments may distribute external packet traffic
as well. Only distributing locally generated packet traffic may optimize for two node
systems. However, other embodiments may implement traffic distribution for locally
generated packets only in multinode systems as well.

[0039] For locally generated packets, the distribution control unit 52 may obtain a link
assignment from the routing table 48 and may also check the destination node of the packet
against the distribution control register 50. If the destination node matches a node listed in
the distribution control register 50, the distribution control register 50 may also indicate
which of the links are included in the subset of links over which packet traffic is being
distributed. The distribution control unit 52 may select one of the links dependent on the
relative amount of packet traffic that has been transmitted via each link in the subset.

Various algorithms may be used for the selection. One is described in more detail with
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regard to Fig. 11, but any algorithm that takes into account relative amounts of traffic may
be used. The distribution control unit 52 may provide the assigned link to the SRQ 44. Itis
noted that some locally generated packets may be targeted at another local packet source
(e.g. a response from the memory controller 316A to the processor cores 40A-40N or a
request from the processor cores 40A-40N targeting memory to which the memory
controller 316A is connected). For those packets, there is no link to assign. Rather, the
destination of the packet is the targeted internal packet source.

[0040] The routing table 48 may be programmable with link mappings (e.g. via
instructions executed on a processor core 40A-40N or another processor core in another
node). Similarly, the distribution control register 50 may be programmable with packet
distribution control data. One or more distribution control registers 50 may be included in
various embodiments. The routing table 48 and/or distribution control registers 50 may be
programmed during system initialization, for example. In other embodiments, distribution
control data may be provided by blowing fuses, tying pins, etc.

[0041] The distribution control unit 42 may be responsible for tracking packet traffic on
the links that are identified in the distribution control data, to aid in the selection of a link
on which the packet is transmitted. The distribution control unit 42 may update the traffic
measurement data as packets are written to the SRQ 44 in this embodiment (or may update
as the packets are transmitted to the interface circuits, in other embodiments).

[0042] Generally, the processor cores 40A-40N may use the interface to the node
controller 42 to communicate with other components of the computer system. In one
embodiment, communication on the interfaces between the node controller 42 and the
processor cores 40A-40N may be in the form of packets similar to those used on the HT
links. In other embodiments, any desired communication may be used (e.g. transactions on
a bus interface, packets of a different form, etc.). Similarly, communication between the
memory controller 316A and the node controller 42 may be in the form of HT packets.
[0043] When the scheduler control unit 46 has determined that a packet is ready to be
scheduled, the scheduler control unit 46 may output data identifying the packet to packet
buffers at the HT port 12A-12D, the memory controller 316A, and the processor cores 40A-
40N. That is, the packets themselves may be stored at the source (or receiving interface
circuit) and may be routed to the destination interface circuit/local source directly. Data

used for scheduling may be written into the SRQ 44.
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[0044] Generally, a processor core 40A-40N may comprise circuitry that is designed to
execute instructions defined in a given instruction set architecture. That is, the processor
core circuitry may be configured to fetch, decode, execute, and store results of the
instructions defined in the instruction set architecture. The processor cores 40A-40N may
comprise any desired configurations, including superpipelined, superscalar, or combinations
thereof. Other configurations may include scalar, pipelined, non-pipelined, etc. Various
embodiments may employ out of order speculative execution or in order execution. The
processor core may include microcoding for one or more instructions or other functions, in
combination with any of the above constructions. Various embodiments may implement a
variety of other design features such as caches, translation lookaside buffers (TLBs), etc.
[0045] The routing table 48 may comprise any storage that can be indexed by packet
attributes and store interface circuit identifiers. The routing table 48 may be a set of
registers, a random access memory (RAM), a content addressable memory (CAM),
combinations of the previous, etc.

[0046] While the embodiment of Fig. 4 illustrates a processing node, other types of
nodes may be similar, and may include a node controller 42 as illustrated in Fig. 4, one or
more local packet sources, and interface circuits.

[0047] Turning now to Fig. 5, a block diagram of one embodiment of the distribution
control register 50 is shown. In the illustrated embodiment, the control register 50 includes
a request enable (Req En) field, a response enable (Resp En) field, a probe enable (Probe
En) field, a destination node (Dest Node) field, and a destination link (Dest Link[n:0]) field.
{0048] The request, response, and probe enabie fields permit enabling/disabling the
packet distribution mechanism for different packet types. Other embodiments may include
a single enable. Request packets include read and write requests to initiate transactions, as
well as certain coherency-related requests (like change to dirty, to write a shared block that
a node has cached). Response packets include responses to requests (e.g. read responses
with data, probe responses, and responses indicating completion of a transaction). Probe
packets are issued by the home node to maintain coherency, causing state change in caching
nodes and optionally data movement as well, if a dirty copy exists (or might exist) and is to
be forwarded to the requesting node or home node.

[0049] The destination node field identifies a destination node to which packets may be

directed, and packets to that destination node are to be handled using the packet distribution
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mechanism. There may be multiple destination node fields to permit multiple destination
nodes to be specified, or the destination node field may be encoded to specify more than
one node.

[0050] A single destination node field that identifies a single node may be used for a
two node system, for example. Each node may have the other node programmed into the
destination node field of its distribution control register 50. Thus, packets directed to the
other node may be distributed over the two or more links between the nodes. Packets not
directed to the other node (e.g. packets to /O nodes) may be routed to the interface circuit
indicated by the routing table. In larger systems, the single node may identify another node
to which two or more links are coupled, and other nodes may be routed via the routing
table. Or, in larger systems, more destination node fields may be provided if there is more
than one node to which multiple links are connected from the current node.

[0051] The destination link field may specify the two or more links (interface circuits)
over which the packets are to be distributed. In one embodiment, the destination link field
may by a bit vector, with one bit assigned to each link. If the bit is set, the link is included
in the subset of links over which packets are distributed. If the bit is clear, the link in not
included. Other embodiments may encode the links in different ways. In one particular
embodiment, a link can be logically divided into sublinks (e.g. a 16 bit link could be
divided into two independent 8 bit links). In such embodiments, distribution may be over
the sublinks.

[0052] If more than one destination node is supported, than there may be more than one
destination link field (e.g. there may be one destination link field for each supported
destination node).

[0053] Turning next to Fig. 6, a flowchart is shown illustrating operation of one
embodiment of the node controller 42 of Fig. 4 (and more particularly the distribution
control unit 52 and/or the scheduler control unit 46, in one embodiment) to determine a
destination link (interface circuit) on which a packet is to be transmitted. While the blocks
are shown in a particular order for ease of understanding, other orders may be used. Blocks
may be performed in parallel in combinatorial logic in the node controller 42. Blocks,
combinations of blocks, and/or the flowchart as a whole may be pipelined over multiple
clock cycles.

[0054] The node controller 42 may determine if distribution is enabled (decision block
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60). The decision may be applied on a global basis (e.g. enabled or not enabled), or may be
applied on a packet-type basis (e.g. the embodiment of Fig. 5, in which separate enables are
provided for the request, response, and probe packet types). If distribution is not enabled
(decision block 60, "no" leg), the node controller 42 may assign the destination link based
on the routing table output (block 62) and may write the SRQ 44 with data representing the
packet (block 70). The data representing the packet may include an indication of the
assigned destination link, as well as other data such as a pointer to the buffer that is storing
the packet, a pointer to a data buffer storing the data portion of the packet for those that
contain data in addition to control, various other status data, etc. In other embodiments, the
packets themselves may be written the to SRQ 44. If distribution is enabled (decision block
60, "yes" leg), and the packet is not locally sourced (decision block 64, "no" leg), the node
controller 42 may also assign the destination link based on the routing table output (block
62) and write the SRQ 44 (block 70). If distribution is enabled (decision block 60, "yes"
leg), and the packet is locally sourced (decision block 64, "yes" leg) but the destination node
of the packet does not match the destination node or nodes programmed into the
distribution control register 50 (decision block 66, "no" leg), the node controller 42 may
again assign the destination link based on the routing table output (block 62) and write the
SRQ 44 (block 70). Otherwise (decision blocks 60, 64, and 66, "yes" legs), the node
controller 42 may assign the destination link based on the distribution control algorithm
(block 68). The distribution control algorithm selects a link from the subset of links over
which packet traffic is being distributed, dependent on the traffic that has been transmitted
on the links. One embodiment is illustrated in Fig. 11 and described in more detail below.
The node controller 42 may write the SRQ 44 (block 70).

[0055] In this embodiment, the distribution of packet traffic is performed at the time the
SRQ 44 is written for a packet. Subsequent scheduling may be performed as normal. For
example, each packet may be scheduled based on buffer availability at the receiver on the
destination link assigned to that packet (for the coupon based scheme), along with any other
scheduling constraints that may exist in various embodiments.

[0056] In another embodiment, packet distribution may be performed at the time the
packet is scheduled for transmission (e.g. an embodiment is illustrated in Fig. 7) It is noted
that packet distribution may be performed at any desired time in various embodiments.

[0057] In Fig. 7, the node 10A includes the processor cores 40A-40N, the node
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controller 42, the memory controller 316A, and the HT ports 12A-12D, similar to the
embodiment of Fig. 4. Similar to the embodiment of Fig. 4, the processor cores 40A-40N,
the memory controller 316A, and the HT ports 12A-12D may be coupled to the node
controller 42. The node controller 42 includes the SRQ 44, the scheduler control unit 46,
the routing table 48, the distribution control unit 52, and the distribution control register 50.
The scheduler control unit 46 is coupled to the routing table 48 and the SRQ 44. The
distribution control unit 52 is coupled to the SRQ 44 and the distribution control register
50, and is configured to output a destination link indication.

[0058] In this embodiment, the scheduler control unit 46 may determine an initial
destination link for each packet (from any source, local or external, in this embodiment).
The scheduler control unit 46 may write an indication of the initial destination link to the
SRQ 44 along with other packet-related data. Scheduling may be performed based on this
initial destination link as well (e.g. buffer readiness, based on the coupon scheme, etc.). In
response to scheduling the packet, the packet data may be provided to the distribution
control unit 52. The distribution control unit 52 may override the initial destination link,
for some packets, based on the distribution control register 50 and the distribution control
algorithm. The distribution control unit 52 may provide an indication of the destination
link (either the new destination link or the initial destination link, if no new destination link
is provided).

[0059] In this embodiment, packets from any source may be distributed. Additionally,
in some embodiments, the distribution may be more accurate since the distribution occurs at
packet scheduling time (as the packets are being provided to their destinations) and thus the
traffic usage data may be more accurate.

[0060] Distribution may be affected by destination link, rather than destination node, in
this embodiment. Other embodiments may still associate distribution with a defined
destination node. An embodiment of the distribution control register 50 is shown in Fig. 8.
The embodiment of Fig. 8 includes the request enable (Req En), response enable (Resp En),
and probe enable (Probe En) fields, similar to the embodiment of Fig. 5. Additionally, the
embodiment of Fig. 8 may include one or more destination link fields (Dest Link[n:0]).
Each destination link field may specify two or more destination links over which traffic is
being distributed. The initial destination link output by the routing table 48 may be

represented in the destination link field, as well as one or more other links that are grouped
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with the initial link for packet distribution. If the initial destination link is represented in
the destination link field, the initial link may be replaced by a new link selected from the
field (although the new link may be the same as the initial link).

[0061] If distribution over two or more different subsets of links is to be supported,
more than one destination link field may be included in the distribution control register 50,
as illustrated in Fig. 8. That is, there may be one destination link field for each separate
supported grouping of links for traffic distribution.

[0062] Turning next to Fig. 9, a flowchart is shown illustrating operation of one
embodiment of the node controller 42 of Fig. 7 (and more particularly the scheduler control
unit 46, in one embodiment) in response to receiving packet related data to write to the SRQ
44. While the blocks are shown in a particular order for ease of understanding, other orders
may be used. Blocks may be performed in parallel in combinatorial logic in the node
controller 42. Blocks, combinations of blocks, and/or the flowchart as a whole may be
pipelined over multiple clock cycles.

[0063] The node controller 42 may map the packet to a destination link using the
routing table 48 (block 80). The node controller 42 may write an indication of the
destination link and other packet data to the SRQ 44 (block 82).

[0064] Turning next to Fig. 10, a ﬂO\:vchart is shown illustrating operation of one
embodiment of the node controller 42 of Fig. 7 (and more particularly the distribution
control unit 52, in one embodiment) in response to a packet being scheduled for
transmission. While the blocks are shown in a particular order for ease of understanding,
other orders may be used. Blocks may be performed in parallel in combinatorial logic in
the node controller 42. Blocks, combinations of blocks, and/or the flowchart as a whole
may be pipelined over multiple clock cycles.

[0065] If distribution is not enabled (decision block 90, "no" leg), the node controller 42
may cause the packet to be transmitted on the initial destination link based on the routing
table output (block 92), as read from the SRQ 44. If distribution is enabled (decision block
90, "yes" leg), but the destination link of the packet (as read from the SRQ 44) does not
match a destination link programmed into the distribution control register 50 (decision
block 94, "no" leg), the node controller 42 cause the packet to be transmitted on the initial
destination link (block 92) and write the SRQ 44 (block 70). Otherwise (decision blocks 90

and 94, "yes" legs), the node controller 42 may assign a new destination link based on the
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distribution control algorithm (block 96). The distribution control algorithm selects a link
from the subset of links over which packet traffic is being distributed, dependent on the
traffic that has been transmitted on the links in the subset. One embodiment is illustrated in
Fig. 11 and described in more detail below.

[0066] Turning next to Fig. 11, a flowchart is shown illustrating operation of one
embodiment of the node controller 42 of Fig. 7 (and more particularly the distribution
control unit 52, in one embodiment) to determine a destination link dependent on the traffic
on two or more links. That is, the flowchart of Fig. 11 may implement block 68 in Fig. 6
and/or block 96 in Fig. 10. While the blocks are shown in a particular order for ease of
understanding, other orders may be used. Blocks may be performed in parallel in
combinatorial logic in the node controller 42. Blocks, combinations of blocks, and/or the
flowchart as a whole may be pipelined over multiple clock cycles.

[0067] Generally, the distribution control algorithm may include maintaining one or
more traffic measurement values that indicate the relative amount of traffic on the links in
the subset. The traffic measurement values may take on any form that directly measures or
approximates the amount of traffic. For example, the traffic measurement values may
comprise a value for each link, which may comprise a byte count or a packet count. If two
links are used in the subset, a single traffic measurement value could be used that is
increased for traffic on one link and decreased for traffic on another link.

[0068] For this embodiment, a traffic measurement value for each link may be
maintained. The traffic measurement value may comprise an M bit counter that is
initialized to zero and saturates at the maximum counter value. A packet without data
(command only) may increment that counter by one. A packet with data may set the count
to the max (since the data portion of the packet is substantially larger than the command
portion, for block sized data, in this embodiment). For example, M may be 3, and the
maximum amount may be seven.

[0069] In addition to the traffic measurement values, the node controller 42 may
maintain a pointer identifying the most recently selected link (LastLinkSelected). The
algorithm may include a round-robin selection among the links, excluding those that have
traffic measurement values that have reached the maximum.

[0070] Thus, the node controller 42 may select the next link in the subset of links after
the LastLinkSelected (rotating back to the beginning of the destination links field of the
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distribution control register) that has a corresponding traffic measurement value
(TrafficCnt) less than the maximum value of the counter (Max) (block 100) and the selected
link may be provided as the destination link, or new link (block 102). The node controller
42 may also update the LastLinkSelected pointer to indicate the selected link (block 104).
The node controller 42 may update the TrafficCnt corresponding to the selected link (block
106). If all the TrafficCnts (corresponding to all the links in the subset) are at the Max
(decision block 108, "yes" leg), the node controller 42 may set the TrafficCnts to the Min
value (e.g. zero) (block 110).

[0071] Accordingly, the TrafficCnts represent the relative amount of traffic that has
been recently transmitted on the links. Since a link having a TrafficCnt equal to Max is not
selected, eventually each link will be selected enough times to reach Max. Accordingly,
bandwidth should be relatively evenly consumed over the eligible links.

[0072] The above mentioned traffic measurement and selection algorithm is but one
possible embodiment. For example, other embodiments may monitor traffic using similar
traffic measurements, but may simply select the one indicating the least amount of traffic.
Additionally, in cases in which an initial destination link is always determined the same
from the routing table 48, the selection may favor other links in the subset (all else being
equal) since the initial destination link's buffer availability is used as part of the scheduling
decision, while the other links' buffer availability is not used.

[0073] It is noted that, in embodiments in which the destination link is selected via the
packet distribution mechanism at packet scheduling time, the readiness of the eligible links
may also be factored into the selection. That is, a link that cannot currently receive the
packet may not be selected.

[0074] Numerous variations and modifications will become apparent to those skilled in
the art once the above disclosure is fully appreciated. It is intended that the following
claims be interpreted to embrace all such variations and modifications.

Industrial Applicability

[0075]  This invention may generally be applicable to electronic systems such as

computer systems.
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WHAT IS CLAIMED IS:

1. A node (10A) comprising:
a plurality of interface circuits (12A-12D), wherein each of the plurality of interface
circuits (12A-12D) is configured to couple to a respective link of a plurality
of links (324A-324G); and

a node controller (42) coupled to the plurality of interface circuits (12A-12D),
wherein the node controller (42) is configured to select a first link from two
or more of the plurality of links to transmit a first packet, wherein the first
link is selected responsive to a relative amount of traffic transmitted via each

of the two or more of the plurality of links.

2. The node (10A) as recited in claim 1 wherein the node controller (42) is programmable

to identify the two or more of the plurality of links from which the first link is selected.

3. The node (10A) as recited in claim 1 or 2 wherein the node controller (42) is configured
to identify the two or more of the plurality of links dependent on a destination node of the

first packet.

4. The node (10A) as recited in any preceding claim 1-3 wherein the node controller (42) is
configured to identify the two or more of the plurality of links dependent on an initial

destination link assigned to the first packet.

5. The node (10A) as recited in claim 4 wherein the node controller comprises a routing
table (48) configured to identify the initial destination link dependent on one or more packet

attributes of the first packet.

6. The node (10A) as recited in any preceding claim 1-5 wherein the node controller (42) is
configured to select a second link of the two or more of the plurality of links for a second
packet having the same initial destination link, wherein the second link differs from the first

link.
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7. The node (10A) as recited in any preceding claim 1-6 wherein the node controller (42) is
configured to select a second link of the two or more of the plurality of links for a second

packet having the same destination node, wherein the second link differs from the first link.

8. The node (10A) as recited in any preceding claim 1-7 wherein the node controller (42) is
configured to track the relative traffic on each of the two or more links using one or more
traffic measurement values, and wherein the node controller (42) is configured to update the

one or more traffic measurement values to reflect transmission of the first packet via the

first link.

9. A system (300) comprising:
a second node (10B or 10D) configured to couple to a first plurality of links; and

the node (10A or 10C) as recited in any of claims 1-8, wherein the node (10A or

10C) is configured to couple to a second plurality of links, wherein at least
two links of the second plurality of links are also included in the first
plurality of links and link the second node (10B or 10D) to the node (10A or
10C), and wherein the node (10A or 10C) is configured to transmit a
plurality of packets to the second node (10B or 10D), and wherein the node
(10A or 10C) is configured to distribute the plurality of packets over the at
least two links responsive to a relative amount of traffic transmitted via each

of the at least two links.

10. A method comprising:
receiving a first packet in a node controller (42) within a node (10A) that is

configured to couple to a plurality of links; and
selecting a link from two or more of the plurality of links to transmit the first packet,

wherein the selecting is responsive to a relative amount of traffic transmitted

via each of the two or more of the plurality of links.

-20-



WO 2008/150535 PCT/US2008/007027
1/7
Memory Memory
314A 3148
3168
MmC
318C —% | Me 41— 318A r 3244 I 1 - 318F
Processing " Processing
w Node = 3248 W Node =
3124 B [ 3128
F 3180 = IF
\ 3188 P s
324E |~ 324F 324C — |- 324D
318H 318K
v r v Lf
IF IF
318G —& 4 318 - 3246 -~ 318L
Processing > Pro’\c;egsing > o
W Node FH w ode = g
312C r 324H 312D Device
320A
e 318 —F e \
t Laec \ 3160
\ \ Y
Memory Memory
314C 314D 10
Device
3208
300 /
FIG. 1




WO 2008/150535 PCT/US2008/007027

2/7
Node 10A Node 10B
r 12B 12C r 12F [ 12G
JIF IF IF IF IF IF IF IF
12AJI i tL 12D 12EJJ‘ 1 I\- 12H
/e /0
FIG. 2

MCM 20
12L r12m
IF ~ IF
Node Node
10C 10D
> IF IF > IF [F =
\121| IF |12K “12N| IF [12Q
12JJ 12P 7

FIG. 3



WO 2008/150535 PCT/US2008/007027

3/7
Tttt Node 10A
i |
|
[ Processor Core Processor Core :
! 40A E 40N |
i |
! !
! i
: \ Y :
: Node Controller 42 !
' 1
| ' , |
! Distribution [*—__Dist. CR Routing :
| »| Control 50 Table I
| o2 P . 48 !
i ; i
! {
|
: Y ‘ :

[
: Scheduler l
| » Control :
I 46 !
! |
| |
1 |
| |
' 44 J .
| Y /\ A }
: [ [ X T !
! I
! I
| Y ¥ ¥ Y Y |
| Mc316A HT 12A HT 128 HT 12 HT12D0 | !
! I
' I
|



WO 2008/150535 PCT/US2008/007027

4/7

Req En Resp En Probe En | Dest Node Dest Link[n:0]

FIG. 5

No Distribution

Enabled?

Locally
Sourced?

Destination
Node Match Controi
Reg?

66

Yy v 3

Assign Destination Assign Destination
Link Based on Link Based on
Routing Table Distnibution Control

62/ | \ 68

Y

Write System
Request Queue

\ 70

Y
End

FIG. 6



WO 2008/150535

PCT/US2008/007027

5/7
TTTTTTTTT T Processing Node 10A'
i |
! Processor Core Processor Core :
: 40A 40N :
l : |
! |
I !
: Y Y |
: Node Controller 42 !
. :
| |
i
I Scheduler Routing !
'| < »| Control > Table I
| 46 48 :
| |
{
: 44 J :
: Y :
|
! Distribution [
| Control » Dist. CR |
E 22 C 50 l
|
E lDestination Link !
. {
! [
: [ y [ :
| 1
| |
i Y A 4 3 \ 4 3 1
| mc 3164 HT 12A HT 12B HT 12C HT12D0 | |
: :
L ————————————— 1 _________ } ________ { ________ ‘I —————— I
FIG. 7
Req En Resp En Probe En Dest Link[n:0] Dest Link[n:0]
50 /

FIG. 8




WO 2008/150535

6/7

CStan‘ - Write SRQ )

Y

Map to Destination Link
Using Routing Table

Lgo

Y

Write Destination
Link and Other Packet
Info to SRQ

Lg2

Y
( End - Write SRQ )

FIG. 9

PCT/US2008/007027

( Start - Schedule )

No

\

y

y

Distribution
Enabled?

Dest
Link Match in
Control Reg?

94

Transmit Packet to
Destination Link from
Routing Table

Assign New
Destination Link Based
on Distribution Control

92/

|

>

A

/

Lge

( End - Schedule )

FIG. 10



WO 2008/150535

68, 96
N

Yes

7

/7

C Start )

Y

Select Next Link
in Subset from
LastLinkSelected that
has TrafficCnt<Max

A 4

\ 100

as Destin

Provide Selected Link

ation Link

L 102

\

/

Update LastLinkSelected
to Indicate Selected Link

A

L 104

Update TrafficCnt
for Selected Link

Y

T

Set TrafficCnts to Min

106 |

All TrafficCnts=Max?

\ 106

108

No

PCT/US2008/007027



INTERNATIONAL SEARCH REPORT

‘International application No -

‘PCT/U52008/007027

A. CLASSIFICATION OF SUBJECT MATTER
INV.  HO4L12/56

According to international Patent Classification (IPC) orto both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

HO4L

‘Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practical, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document; with indication, where app,ropriate,.ofthe relevant passages

Relevant to claim No.

X US 2003/202511 Al (SREEJITH SREEDHARAN
[US] ET AL) 30 October 2003 (2003- 10 -30)
figure 2

figure 4

paragraph [0017] - paragraph [0025] .
paragraph [0034]

paragraph [0040] - paragraph [0042]

X US 6 847 647 B1 (NRENN RICHARD FITZHUGH
[US]) 25.January 2005 (2005-01-25)
column 4, line 1 - line 28

cotumn 6, Tine-30 - Tine 67

column 7 line 32 - line 58

X US 6 778 495 Bl (BLAIR DANA [US])

17 August 2004 (2004-08-17)

‘column 4, line 1 - 1line 5% .

;/jf

1-10

o 1-10

1-10

m Further documents are listed in the continuation of Box C. See patent family annex.

* Special categories of cited documents : .

which is cited to establish the publication date of another ’ sy
citation or other special reason (as specified) :

“T" later document pubiished after the international filing date

ar 5 ST ) . or priority date and not in conflict with the application but

A* document defining the general state of the art which is not o :
considered 10 be of particular relevance %L?n:%xndersland the principle or theory underlying the

*E* earlier document but published on or after the mtemahonal . *X* document of paticular relevance; the claimed invention
filing date

cannot be considered novel or cannot be considered 1o
*L" document which may throw doubis on priority claim(s) or involve an inventive step when the document is taken alone

document of particular relevance; the claimed. invention
cannot be considered 1o involve an inventive step when the

European Patent Office, P.B. 5818 Palenllaan 2
NL - 2280 HV Rijswijk

Fax: (+31-70) 340-3016

Tel, (+31-70) 340-2040, Tx. 31 651 epo n, ' Ghidini

‘0" document referring to an oral disclosure, use, exhibition or . document is combined with one or more other such docu-
other means . . ments, such combination being obvious to a person skilled
*P* document published prior to the international filing date but in the art.
later than the priority date claimed : *&" document member of the same patent family .
Date of the actual completion of the international search ) Date of mailing of the intemational search report
28 July 2008 ' -1 08/08/2008
Name and mailing address of the ISA/’ Authorized officer

Mario

Form PGT/ISA/210 (sacond sheet) (April 2005)




" INTERNATIONAL SEARCH REPORT

International application No

| PCT/US2008/007027

C(Continuation). ' DOCUMENTS CONSIDERED TO BE RELEVANT

Category*.

Citation of document, with indication, where appropriaié, of the relevant passages

Relevant to claim.No.

1A

US 6 996 225 B1 (BORDONARO FRANK G [US] ET
AL) 7 February 2006 (2006-02-07)
-the whole document -

1-10

‘Form PCT/ISA/210 (continuétion of second shest) (April 2005)




INTERNATIONAL SEARCH REPORT.

Information on patent fallnlly‘membe“rs

International application No

US 6996225

07-02-2006

| 'PCT/US2008/007027
Patent document Publication Patent family ' Publication
cited in search report date member(s) 4 - . date
US 2003202511 Al 30-10-2003 KR 20030084793 A , 01-11-2003
US-6847647 ' Bl. 25-01-2005 US 2005117562 Al 02—06_—2_005
US 6778495 Bl 17—08—2004 NONE
Bl “US 2006078008 Al 13-04-2006

Form PCTIISA/Z1O (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - claims
	Page 22 - claims
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - wo-search-report
	Page 31 - wo-search-report
	Page 32 - wo-search-report

