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(54) MONITORING SYSTEM AND MONITORING METHOD

(57) A monitoring system that monitors a monitor-
ing-target system is disclosed. The monitoring system
includes one or more storage apparatuses that store a
program, and one or more processors that operate ac-
cording to the program. The one or more processors de-
termine an estimated value of a monitoring-target re-
sponse variable of the monitoring-target system on a ba-
sis of measurement data included in test data of the mon-
itoring-target system and a causal structure model of the
monitoring-target system. The one or more processors
decide whether an abnormality has occurred in the mon-
itoring-target system on a basis of a result of a compar-
ison between a measurement value of the monitoring-tar-
get response variable included in the test data, and the
estimated value.
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Description

Incorporation by Reference

[0001] The present application claims a priority to JP-
2018-181281, which is a Japanese application filed on
September 27, 2018, the contents of which are incorpo-
rated by reference into the present application.

Technical Field

[0002] The present invention relates to a monitoring
system and a monitoring method.

Background Art

[0003] Business operation management systems of
social infrastructures like trains, water and sewage, and
urban transportation include a plurality of subsystems.
For example, a train business operation management
system includes more than one hundred subsystems.
Such social infrastructures are demanded to achieve
continuous business operation improvements. For ex-
ample, if an attention is paid here to train maintenance,
while there is a tendency of increase of maintenance
costs along with the deterioration of facilities, the de-
crease of transportation-related revenue due to depop-
ulation is anticipated. Accordingly, planning of measures
for the improvement of business operation that reduce
maintenance costs without impairing the safety of trans-
portation has been demanded.
[0004] One of the best solutions for reduction of main-
tenance costs is predictive maintenance. The most im-
portant function of predictive maintenance is to estimate
where a cause of an error will occur, what the type of the
cause is, and what a possible solution for preventing an
occurrence of a problem is.
[0005] For example, Patent Document 1 discloses one
method of estimating causal relations of a system. On
the other hand, Patent Document 2 discloses another
solution for estimating causal relations between errors
and logs being executed. In addition, Patent Document
3 discloses a technique of predicting potential problems
by deep learning.

Prior Art Document

Patent Documents

[0006]

Patent Document 1: WO2010/082322
Patent Document 2: JP-2016-045556-A
Patent Document 3: JP-H9-269217-A

Summary of the Invention

Problem to be Solved by the Invention

[0007] In order to cope with a system abnormality ap-
propriately and promptly, it is important to estimate a
cause of the system abnormality promptly with high ac-
curacy. However, it is difficult with conventional statistical
and machine learning techniques to trace the cause
promptly and accurately.

Means for Solving the Problem

[0008] According to one aspect of the present inven-
tion, a monitoring system that monitors a monitoring-tar-
get system, the monitoring system including one or more
storage apparatuses that store a program, and one or
more processors that operate according to the program,
in which the one or more processors determine an esti-
mated value of a monitoring-target response variable of
the monitoring-target system on a basis of measurement
data included in test data of the monitoring-target system
and a causal structure model of the monitoring-target
system, and decide whether an abnormality has occurred
in the monitoring-target system on a basis of a result of
a comparison between a measurement value of the mon-
itoring-target response variable included in the test data
and the estimated value.

Advantages of the Invention

[0009] According to one aspect of the present inven-
tion, it becomes possible to estimate causes of system
abnormalities promptly with high accuracy.

Brief Description of the Drawings

[0010]

FIG. 1 schematically illustrates the overview of a
process performed by a remote monitoring system
of the present disclosure.
FIG. 2 illustrates a configuration example of the re-
mote monitoring system.
FIG. 3 schematically illustrates a hardware configu-
ration example of a computer.
FIG. 4 illustrates a software configuration example
of a causal-structure-model estimating apparatus.
FIG. 5 illustrates a software configuration example
of a model managing apparatus.
FIG. 6 illustrates a software configuration example
of a test-data-deviation deciding apparatus.
FIG. 7 illustrates a configuration example of a test
data database.
FIG. 8 is a flowchart of a process performed by a
response-variable-value estimation program.
FIG. 9 is a flowchart of a process performed by a
deviation decision program.
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FIG. 10 illustrates an example of a monitoring image
of a monitoring target.
FIG. 11 illustrates an example image to be displayed
in a case in which a model check button is selected
by a user on the monitoring image.
FIG. 12 illustrates an example image to be displayed
in a case in which a button is selected by the user
on the monitoring image.
FIG. 13 schematically illustrates an example of an
abnormality-cause-node estimation method.
FIG. 14 is a flowchart of the abnormality-cause-node
estimation method.
FIG. 15 schematically illustrates an example of an
abnormality-cause-node estimation method.
FIG. 16 is a flowchart of the abnormality-cause-node
estimation method.
FIG. 17 is a flowchart of an estimation of a causal
structure model by a causal-structure-model estima-
tion program.
FIG. 18 illustrates the state where the number of
nodes in the causal structure model being estimated
increases along with the progression of learning.
FIG. 19 illustrates a flowchart of a process of a de-
termination of a learning period by the causal-struc-
ture-model estimation program.
FIG. 20 is a graph illustrating a relation between
thresholds and temporal changes of estimation ac-
curacy, for explaining the overview of a threshold
setting method.
FIG. 21 illustrates a flowchart of initial threshold set-
ting by the deviation decision program.
FIG. 22 illustrates a flowchart of threshold updating
by the deviation decision program.
FIG. 23 is a diagram for explaining an estimation of
a causal structure model of each operational status
of a monitoring-target system.
FIG. 24 illustrates a configuration example of a train-
ing data database.
FIG. 25 illustrates training data of an operational sta-
tus.
FIG. 26 schematically illustrates a relation between
operational status changes and estimation accura-
cy.
FIG. 27 illustrates a configuration example of the
training data database that stores training data for
estimating a causal structure model that can predict
temporal changes of a monitoring-target response
variable.
FIG. 28 illustrates an example causal structure mod-
el that can predict temporal changes of the monitor-
ing-target response variable.
FIG. 29 illustrates a display example of predicted
values of the response variable according to the
causal structure model.
FIG. 30 illustrates an example monitoring image.
FIG. 31 illustrates an example warning message.
FIG. 32 illustrates a maintenance-record input im-
age.

Modes for Carrying Out the Invention

[0011] In the following, embodiments of the present
invention are described with reference to the attached
drawings. In the attached drawings, functionally the same
elements are denoted by the same numbers. Note that,
although the attached drawings illustrate specific embod-
iments according to the principle of the present invention,
these are for understanding of the present invention and
by no means used for interpreting the present invention
in a limited manner.

[Overview of Embodiments]

[0012] FIG. 1 schematically illustrates the overview of
a process performed by a remote monitoring system of
the present disclosure. The remote monitoring system
estimates a causal structure model 215 from training data
150 (S11). The causal structure model 215 is a model
having a directional graph structure indicating causal re-
lations between pieces of data regarding a monitoring-
target system. The causal structure model 215 can be
represented by a causal loop diagram (Causal Loop Di-
agram: CLD). The causal structure model 215 is also
called a CLD model.
[0013] In the causal structure model 215, the start-
point node of an edge is a cause node (explanatory-var-
iable node), and the end-point node of the edge is a result
node (response-variable node). The cause node repre-
sents a response variable, and the cause node repre-
sents an explanatory variable. A variable of the result
node is represented by a regression formula of a variable
of the cause node. Each term of the regression formula
is a linear term (the first degree) or a non-linear term
(higher than the first degree). In a case in which explan-
atory variables are X1, X2 and X3, a response variable
Y is represented by a formula such as aX1 * X2 + bX1 *
X3 + cX2 * X3 or aX1 + bx2 + cX32, for example. a, b,
and c are coefficients.
[0014] The causal structure model 215 has a hierar-
chical structure. A cause node (explanatory variable) of
an upper-layer result node (response variable) is a result
node (response variable) of a still lower-layer cause node
(explanatory variable). In the causal structure model 215,
a top node 216 that is reached by tracing nodes according
to directional edges indicates a monitoring-target re-
sponse variable.
[0015] The remote monitoring system inputs test data
170 of the monitoring-target system to the estimated
(generated) causal structure model 215 and acquires an
estimated value of the monitoring-target response vari-
able (S12). For example, the test data 170 is real time
data, and includes data indicating the current status and
situation of the monitoring-target system. The remote
monitoring system compares the estimated value of the
monitoring-target response variable generated by the
causal structure model 215 with a measurement value
of the monitoring-target response variable included in the
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test data 170, and determines the degree of deviation
therebetween. On the basis of the computed degree of
deviation, the remote monitoring system decides wheth-
er an abnormality has occurred in the monitoring-target
system (S13).
[0016] In a case in which it is decided that an abnor-
mality has occurred in the monitoring-target system, a
node which is deemed to be an abnormality cause is
searched for in the causal structure model 215 to which
the test data 170 has been input. The causal structure
model 215 has a directional graph structure indicating
relations between causes and results, and the remote
monitoring system can estimate a potential abnormality
cause efficiently with high accuracy. Note that, in a case
in which the causal structure model 215 is prepared in
advance, the estimation of the causal structure model
may be omitted. By estimating the causal structure model
from training data, it becomes unnecessary to prepare
in advance an appropriate causal structure model.

[System Configuration]

[0017] FIG. 2 schematically illustrates a configuration
example of the remote monitoring system. The remote
monitoring system includes a causal-structure-model es-
timating apparatus 210, a model managing apparatus
220, a test-data-deviation deciding apparatus 230, and
a client apparatus 240, and these communicate with each
other via network. For example, the network is a local
area network (LAN) or a wide area network (WAN).
[0018] Each of the causal-structure-model estimating
apparatus 210, the model managing apparatus 220, the
test-data-deviation deciding apparatus 230 and the client
apparatus 240 can include one or more computers, for
example. In addition, a plurality of apparatuses among
them may be achieved by one computer.
[0019] FIG. 3 schematically illustrates a hardware con-
figuration example of a computer. The computer includes
one or more storage apparatuses that store programs,
and one or more processors that operate according to
the programs. The computer includes a processor 311,
a memory 312, an auxiliary storage apparatus 313, a
network interface 314, an input/output interface 315, an
input device 316, and an output device 317. These com-
ponents are connected with each other by a bus. The
memory 312, the auxiliary storage apparatus 313 or a
combination of the memory 312 and the auxiliary storage
apparatus 313 is a storage apparatus and includes a stor-
age medium that stores software.
[0020] The memory 312 includes a semiconductor
memory, for example, and is mainly used for retaining
programs and data temporarily. The processor 311 ex-
ecutes various processes according to the programs
stored in the memory 312. By the processor 311 operat-
ing according to the programs, various functional sec-
tions are achieved. The auxiliary storage apparatus 313
includes a high-capacity storage apparatus such as a
hard disk drive or a solid state drive, for example, and is

used for retaining programs and data for a long period.
[0021] At the time of activation or when necessary, the
programs and data stored in the auxiliary storage appa-
ratus 313 are loaded into the memory 312, and the proc-
essor 311 executes the programs. Thereby, various
types of processes of the remote monitoring system are
executed. Accordingly, processes executed by the pro-
grams below are processes performed by the processor
311 or an apparatus including the processor.
[0022] The network (NW) interface 314 is an interface
for a connection with the network, and the computer com-
municates with other apparatuses via the network inter-
face 314 and the network. The input device 316 and the
output device 317 present information to a user, and also
are used by the user to input necessary information. Ex-
amples of the input device 316 are a keyboard, a mouse,
and a touch sensor, and examples of the output device
are a display, a printer, and a speaker. The input device
316 and the output device 317 communicate with other
components of the computer via the input/output inter-
face 315.
[0023] For example, the auxiliary storage apparatus
313 may be omitted. The input/output interface 315, the
input device 316, and the output device 317 may be omit-
ted in some apparatuses. In a case in which functions of
all the apparatuses are implemented in one computer,
the network interface 314 may be omitted. At least some
functionalities of each apparatus may be achieved by a
logic circuit other than the processor.
[0024] FIG. 4 illustrates a software configuration ex-
ample of the causal-structure-model estimating appara-
tus 210. The causal-structure-model estimating appara-
tus 210 stores a causal-structure-model estimation pro-
gram 211 in the memory 312, and stores a training data
database (DB) 212 in the auxiliary storage apparatus
313. The training data database 212 stores training data
for estimating (generating) a causal structure model.
[0025] FIG. 5 illustrates a software configuration ex-
ample of the model managing apparatus 220. The model
managing apparatus 220 stores a model management
program 221 in the memory 312 and stores a model da-
tabase 222 in the auxiliary storage apparatus 313. The
model database 222 stores causal structure models es-
timated by the causal-structure-model estimating appa-
ratus 210. As mentioned below, the model database 222
stores causal structure models of a plurality of different
operational statuses of the monitoring-target system.
[0026] FIG. 6 illustrates a software configuration ex-
ample of the test-data-deviation deciding apparatus 230.
The test-data-deviation deciding apparatus 230 stores a
response-variable-value estimation program 231 and a
deviation decision program 232 in the memory 312 and
stores a test data database 233 in the auxiliary storage
apparatus 313. The test data database 233 stores test
data for abnormality decisions of the monitoring-target
system.
[0027] As mentioned above, the processors 311 oper-
ate as functional sections according to the programs. For
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example, the processor 311 in the causal-structure-mod-
el estimating apparatus 210 functions as a causal-struc-
ture-model estimating section, and the processor 311 in
the model managing apparatus 220 functions as a model
managing section. In addition, the processor 311 in the
test-data-deviation deciding apparatus 230 functions as
a response-variable-value estimating section and a de-
viation deciding section.
[0028] Note that, although the programs are stored in
the memories 312, and the databases are stored in the
auxiliary storage apparatuses 313 for convenience in
FIGS. 4, 5 and 6, typically, data (including the programs)
of the computers are stored in the auxiliary storage ap-
paratuses 313, and data to be processed by the proces-
sors 311 are loaded from the auxiliary storage appara-
tuses 313 into the memories 312. In addition, data up-
dated on the memories 312 are stored in the auxiliary
storage apparatuses 313. Note that a user interface pro-
gram is executed on the client apparatus 240.

[Normality/Abnormality Decision Using Causal Structure 
Model]

[0029] Next, a process executed by the response-var-
iable-value estimation program 231 of the test-data-de-
viation deciding apparatus 230 is described. The re-
sponse-variable-value estimation program 231 esti-
mates a monitoring-target response variable value from
test data according to a causal structure model.
[0030] FIG. 7 illustrates a configuration example of the
test data database 233. FIG. 7 illustrates one test data
record 171 in the test data database 233. The remote
monitoring system keeps monitoring the monitoring-tar-
get system, and regularly adds test data records 171 to
the test data database 233. The test data record 171
includes information of statuses of the monitoring-target
system and values (measurement values) obtained from
data measured by sensors.
[0031] The test data database 233 includes time fields
172, fields 173 indicating statuses (operational statuses)
of the monitoring-target system, and fields 174 of meas-
urement data. For example, it is supposed here that the
monitoring-target system is an air conditioner. The time
fields 172 indicate times at which data of test data records
are acquired. In the example illustrated in FIG. 7, dates
are omitted.
[0032] Each of the fields 173 indicating operational sta-
tuses indicates an item of the setting of the air conditioner.
For example, the fields 173 indicating operational status-
es include fields of ON/OFF of the power supply, fields
of the operation mode such as cooling or heating, fields
of the fan speed, fields of the vertical swing, and the like.
The fields 174 of measurement data include, for example,
fields of the room temperature of a room where the air
conditioner is installed, fields of the temperature of air
taken in by the air conditioner, fields of the temperature
of air discharged from the air conditioner, and the like.
[0033] As mentioned below, fields of the training data

database 212 include all the fields of the test data data-
base 233. Each of nodes in a causal structure model
indicates a value of measurement data regarding the
monitoring-target system. The causal structure model
215 indicates causal relations between pieces of the
measurement data regarding the monitoring-target sys-
tem.
[0034] FIG. 8 is a flowchart of a process performed by
the response-variable-value estimation program 231.
The response-variable-value estimation program 231
computes an estimated value of a monitoring-target re-
sponse variable from a test data record 171 according
to the causal structure model 215. In the example of the
air conditioner, the response variable, that is, the top
node 216 in the causal structure model 215, is the room
temperature of the room where the air conditioner is in-
stalled, for example.
[0035] The response-variable-value estimation pro-
gram 231 acquires a test data record 171 from the test
data database 233 (S101). The response-variable-value
estimation program 231 starts this process, for example,
when a new test data record 171 is added to the test data
database 233. In that case, the response-variable-value
estimation program 231 acquires the added test data
record 171 from the test data database 233.
[0036] The response-variable-value estimation pro-
gram 231 identifies an operational status of the test data
record 171 (S102). Specifically, the response-variable-
value estimation program 231 acquires values in fields
173 indicating an operational status in the test data record
171. The operational status of the monitoring-target sys-
tem is represented by a set of values (vector) in the fields
173 indicating the operational status. A different value
even in one field in the fields 173 indicating operational
statuses represents a different operational status.
[0037] The response-variable-value estimation pro-
gram 231 searches the model database 222 for a causal
structure model matching the operational status of the
test record (S103). Specifically, the response-variable-
value estimation program 231 specifies the operational
status and requests the model managing apparatus 220
to search for a causal structure model. The model man-
agement program 221 searches the model database 222
for a causal structure model of an operational status iden-
tical to the specified operational status. As mentioned
below, the model database 222 stores causal structure
models corresponding to a plurality of different opera-
tional statuses. By preparing a causal structure model
corresponding to each operational status, more appro-
priate normality/abnormality decisions and abnormality
cause estimations become possible.
[0038] In a case in which there are no causal structure
models matching the specified operational status, the
model management program 221 transmits a reply to
that effect to the causal-structure-model estimating ap-
paratus 210. In a case in which there is a causal structure
model matching the specified operational status, the
model management program 221 transmits the causal
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structure model to the causal-structure-model estimating
apparatus 210.
[0039] In a case in which there are no causal structure
models matching the test data record 171 (S104: NO),
the response-variable-value estimation program 231
causes the client apparatus 240 to display a warning that
there are no causal structure models corresponding to
the test data record (S105). Specifically, the response-
variable-value estimation program 231 transmits image
data for the display to the client apparatus 240. The client
apparatus 240 displays the image on its display device.
[0040] Note that a causal structure model matching the
test data record 171 may not have an operational status
vector that completely matches that of the test data
record 171. For example, a causal structure model hav-
ing a similarity of operational statuses higher than a pre-
determined value and having the highest similarity may
be determined as a causal structure model matching the
test data record. The method of computation of similari-
ties may be any method, and cosine similarities can be
used, for example.
[0041] In a case in which there is a causal structure
model matching the test data record 171 (S104: YES),
the response-variable-value estimation program 231 ac-
quires the causal structure model and uses the causal
structure model to compute an estimated value of the
monitoring-target response variable from the test data
record 171 (S106). By using a causal structure model
matching the test data record 171, the value of the mon-
itoring-target response variable can be estimated accu-
rately.
[0042] Specifically, from the test data record 171, the
response-variable-value estimation program 231 ex-
tracts values corresponding to the lowermost-layer
nodes in the causal structure model 215. The value of
each node in the causal structure model 215 is included
in the test data record 171. According to the causal struc-
ture model 215, the response-variable-value estimation
program 231 computes the value of the top node from
the values of the lowermost-layer nodes. The value of
the top node is the estimated value of the monitoring-
target response variable.
[0043] The response-variable-value estimation pro-
gram 231 outputs the computed estimated value to the
memory 312 (S107). In addition, the response-variable-
value estimation program 231 transmits the estimated
value to the client apparatus 240. The client apparatus
240 displays the estimated value on its display device.
[0044] The response-variable-value estimation pro-
gram 231 stores, as history information, the computed
estimated value and information that identifies the test
data record 171 and the causal structure model 215 used
for the computation of the estimated value in the auxiliary
storage apparatus 313. Respective pieces of information
regarding the test data record 171 and the causal struc-
ture model 215 can be acquired from a test data database
223 and the model database 222 on the basis of the
information identifying them.

[0045] FIG. 9 is a flowchart of a process performed by
the deviation decision program 232. The deviation deci-
sion program 232 computes a degree of deviation be-
tween the estimated value of the response variable com-
puted by the response-variable-value estimation pro-
gram 231 and a measurement value of the response var-
iable included in the test data record 171, and estimates
whether or not there is an abnormality in the monitoring-
target system on the basis of the degree of deviation. In
the example of the air conditioner, for example, the de-
viation decision program 232 computes a degree of de-
viation between an estimated value of the room temper-
ature and a measurement value of the room temperature.
[0046] With reference to FIG. 9, the deviation decision
program 232 acquires the measurement value of the re-
sponse variable from the test data record 171 (S131).
The deviation decision program 232 compares the meas-
urement value with the estimated value of the response
variable computed by the response-variable-value esti-
mation program 231 (S132) and computes the estimation
accuracy (S133). The estimation accuracy is an example
of a degree of deviation, and for example, is computed
by (1 - measurement value - estimated value|/measure-
ment value).
[0047] The deviation decision program 232 compares
the computed estimation accuracy with a predetermined
threshold (S134). In a case in which the estimation ac-
curacy is equal to or higher than the threshold (S134:
NO), the deviation decision programs 232 decides that
the test data record 171 (monitoring-target system) is
normal and there are no abnormalities (S135).
[0048] In a case in which the estimation accuracy is
lower than the threshold (S134: YES), the deviation de-
cision program 232 decides that there is an abnormality
in the test data record 171 (monitoring-target system)
and warns that the test data record is abnormal (S136).
Specifically, the deviation decision program 232 trans-
mits, to a client apparatus 240, a warning that there is an
abnormality in the monitoring-target system. The client
apparatus 240 displays the warning on its display device.
[0049] The deviation decision program 232 stores, as
history information, the computed estimation accuracy,
the normality/abnormality decision result, and informa-
tion identifying the test data record 171 in the auxiliary
storage apparatus 313. The test data record 171 can be
acquired from the test data database 223 by using the
information identifying the test data record 171.
[0050] In a case in which it is decided that there is an
abnormality in the test data record 171, the deviation de-
cision program 232 estimates (searches for) an abnor-
mality cause in the causal structure model 215 (S137)
Details of the abnormality cause estimation are men-
tioned below.
[0051] As mentioned above, the test-data-deviation
deciding apparatus 230 inputs measurement values of
the test data record to the lowermost-layer nodes in the
causal structure model 215, and sequentially computes
estimated values of nodes in a plurality of upper layers
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(intermediate nodes) in the causal structure model 215.
On the basis of a deviation between a value of the top
node obtained in the end (the value of the response var-
iable) and a measurement value in the test data record,
the test-data-deviation deciding apparatus 230 decides
whether an abnormality has occurred.
[0052] By estimating values of nodes hierarchically in
a causal structure model having a hierarchical structure,
abnormalities can be found promptly. Specifically, in a
hierarchical estimation in the causal structure model 215,
an abnormality at any of the nodes is propagated to upper
layers. Accordingly, by performing computations of esti-
mated values over a plurality of layers in the causal struc-
ture model 215, abnormalities of the estimated values
(deviations from measurement values) are amplified.
Thereby, an abnormality in the monitoring-target system
can be detected earlier.
[0053] Note that values of the test data record may be
input to nodes which are not the lowermost-layer nodes
in the causal structure model 215. In a case in which
there are one or more intermediate nodes between the
monitoring-target response-variable node and nodes to
which test data is input, early detection of an abnormality
becomes possible. A monitoring-target response-varia-
ble node may be an intermediate node in a causal struc-
ture model stored in the model database 222. That is,
there may be edges that extend from the monitoring-tar-
get response-variable node to upper-layer nodes. In a
computation of an estimated value, the monitoring-target
response-variable node is treated as a top node.
[0054] FIGS. 10, 11 and 12 illustrate examples of
graphical user interface (GUI) images to be displayed by
the client apparatus 240. FIG. 10 illustrates an example
of a monitoring image 400 of a monitoring target. The
monitoring image 400 illustrates test results of a test data
record 171. Specifically, the monitoring image 400 in-
cludes an acquisition time 401 of the test data record, a
measurement value 402 of a monitoring-target response
variable, an estimated value 403 of the response varia-
ble, and a normality/abnormality decision result 404. In
the present example, the value of the response variable
is measured by a sensor A. The decision result 404 is
notified from the deviation decision program 232, and
other information is transmitted from the response-vari-
able-value estimation program 231.
[0055] The monitoring image 400 further includes a
model check button 405, a button 406 for displaying a
measurement value history and an estimated-value his-
tory, and a button 407 for displaying information of other
sensor data (response variables). With the monitoring
image 400, a user can know monitoring information in-
cluding normality/abnormality information of the monitor-
ing target.
[0056] FIG. 11 illustrates an example image 410 to be
displayed in a case in which the model check button 405
is selected by a user on the monitoring image 400. If the
model check button 405 is selected, a causal structure
model used for a computation of the estimated value of

the response variable is displayed. In response to a re-
quest from the client apparatus 240, the causal-structure-
model estimating apparatus 210 (e.g. response-variable-
value estimation program 231) transmits information of
the causal structure model used for the computation of
the estimated value to the client apparatus 240.
[0057] In the image 410, the causal structure model is
a causal structure model of an operational status 1. The
image 410 includes a graph image 411 of the causal
structure model, and regression formulae 412 indicating
relations between nodes. The button 413 enables the
display of models of other operational statuses. With the
image 410, a user can check the causal structure model.
[0058] FIG. 12 illustrates an example image 420 to be
displayed in a case in which the button 406 is selected
by the user on the monitoring image 400. The image 420
indicates a measurement value history, an estimated-
value history, and an estimation-accuracy history of the
monitoring-target response variable. These pieces of in-
formation are acquired from the test-data-deviation de-
ciding apparatus 230. The image 420 includes a table
421 indicating the measurement value history, the esti-
mated-value history, and the estimation-accuracy histo-
ry, a graph 422 indicating the measurement value history
(temporal changes), and a graph 423 indicating the es-
timated-value history (temporal changes). With the im-
age 420, the user can check the measurement value his-
tory, the estimated-value history, and the estimation-ac-
curacy history.
[0059] Next, a process (S137) of estimating an abnor-
mality cause in the causal structure model 215 is de-
scribed. FIG. 13 schematically illustrates an example of
an abnormality-cause-node estimation method. In the
present example, an abnormality cause node is searched
for from the monitoring-target response-variable node
216 toward lower layers along edges.
[0060] Specifically, the deviation decision program 232
computes a rate of change (an example of a deviation)
from the last measurement of a measurement value (in
an identical operational status) of each of cause nodes
which are nodes immediately below the top node 216.
The deviation decision program 232 determines, as an
abnormality-cause-node candidate, a node which is in-
cluded in the cause nodes of the top node 216 and whose
rate of change from the last measurement exceeds a
threshold. In the example illustrated in FIG. 13, a node
217 is the abnormality-cause-node candidate.
[0061] The deviation decision program 232 computes
a rate of change between measurement values of each
of cause nodes of the abnormality-cause-node candi-
date. The deviation decision program 232 determines a
node with a rate of change exceeding a threshold as an
abnormality-cause-node candidate. In the example illus-
trated in FIG. 13, a node 218 is the abnormality-cause-
node candidate.
[0062] The deviation decision program 232 repeats the
process described above until a layer (the lowermost lay-
er in the present example) to which the test data has

11 12 



EP 3 859 472 A1

8

5

10

15

20

25

30

35

40

45

50

55

been input in the computation of the estimated value. In
a case in which rates of change of all the cause nodes
in intermediate layers are equal to or lower than the
threshold, the search for a new abnormality-cause-node
candidate is ended. The deviation decision program 232
presents all the discovered abnormality-cause-node can-
didates to a user.
[0063] The deviation decision program 232 may select,
from abnormality-cause-node candidates, a node whose
immediately underlying node is not an abnormality cause
node and may present the selected node as an abnor-
mality-cause-node candidate to the user. The deviation
decision program 232 may select a node with the highest
rate of change and may present the selected node as an
abnormality-cause-node candidate to the user.
[0064] FIG. 14 is a flowchart of the abnormality-cause-
node estimation method described with reference to FIG.
13. The deviation decision program 232 acquires the last
test data record (measurement values) of the causal
structure model 215 from the test data database 223
(S151). The deviation decision program 232 compares
the measurement values in the last test data record with
the measurement values in the current test data record,
and computes rates of change between measurement
values of all the cause nodes of a result node (S152).
The result node to be selected first is the monitoring-
target response-variable node 216.
[0065] The deviation decision program 232 selects all
the cause nodes with rates of change exceeding a thresh-
old as abnormality-cause-node candidates (S153). A
common threshold is set for nodes, or a threshold is set
for each node. The deviation decision program 232 se-
lects an unselected abnormality-cause-node candidate
as a result node (S154) and decides whether there is a
cause node of the selected result node (S155).
[0066] In a case in which there is a cause node (S155:
YES), the deviation decision program 232 executes
Steps 152 and 153 for the selected result node. In a case
in which there are no cause nodes (S155: NO), the de-
viation decision program 232 decides whether there is
an unselected abnormality cause candidate node
(S156).
[0067] In a case in which there is an unselected ab-
normality cause candidate node (S156: YES), the devi-
ation decision program 232 newly selects the unselected
abnormality cause candidate node (S154). In a case in
which there are no unselected abnormality cause candi-
date nodes (S156: NO), the deviation decision program
232 outputs abnormality cause candidate nodes having
been selected up to this point (S157). For example, the
deviation decision program 232 transmits information of
the abnormality cause candidate nodes to the client ap-
paratus 240, and the client apparatus 240 displays the
information.
[0068] Another example of the method of estimating
abnormality cause nodes is described. FIG. 15 schemat-
ically illustrates an example of an abnormality-cause-
node estimation method. In the present example, an ab-

normality cause node is searched for from the monitor-
ing-target response-variable node 216 toward lower lay-
ers along edges. The deviation decision program 232
determines, as an abnormality-cause-node candidate, a
node which is included in the cause nodes of the node
216 and whose rate of change (an example of a deviation)
from the last measurement is the highest. In the example
illustrated in FIG. 15, the node 217 is the abnormality-
cause-node candidate.
[0069] The deviation decision program 232 computes
a rate of change between measurement values of each
of cause nodes of the abnormality-cause-node candidate
217. The deviation decision program 232 determines a
node with the highest rate of change as an abnormality-
cause-node candidate. In the example illustrated in FIG.
15, the node 218 is the abnormality-cause-node candi-
date.
[0070] The deviation decision program 232 repeats the
process described above until a layer (the lowermost lay-
er in the present example) to which the test data has
been input in the computation of the estimated value.
The deviation decision program 232 selects, as the most
likely abnormality-cause-node candidate, a node with the
highest rate of change of all the found abnormality-cause-
node candidates. The deviation decision program 232
presents the selected abnormality-cause-node candi-
date to the user. In the example illustrated in FIG. 15, the
node 217 is the most likely abnormality-cause-node can-
didate. Note that the deviation decision program 232 may
present all the abnormality-cause-node candidates to the
user.
[0071] FIG. 16 is a flowchart of the abnormality-cause-
node estimation method described with reference to FIG.
15. The deviation decision program 232 acquires the last
test data record (measurement values) of the causal
structure model 215 from the test data database 223
(S171). The deviation decision program 232 compares
the measurement values in the last test data record with
the measurement values in the current test data record
and then computes rates of change between measure-
ment values of all the cause nodes of a result node
(S172). The result node to be selected first is the moni-
toring-target response-variable node 216.
[0072] The deviation decision program 232 selects a
cause node with the highest rate of change as an abnor-
mality-cause-node candidate (S173). The deviation de-
cision program 232 selects the abnormality-cause-node
candidate as a result node (S174) and decides whether
there is a cause node (immediately underlying node) of
the selected result node (S175). In a case in which there
is a cause node (S175: YES), the deviation decision pro-
gram 232 returns to Step S172.
[0073] In a case in which there are no cause nodes
(S175: NO), the deviation decision program 232 deter-
mines, as the most likely abnormality-cause-node can-
didate, the node with the highest rate of change of the
abnormality-cause-node candidates (S176). Further-
more, for example, the deviation decision program 232
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transmits information of the most likely abnormality cause
candidate node to the client apparatus 240, and the client
apparatus 240 displays the information.
[0074] As mentioned above, by searching for abnor-
mality-cause-node candidates from the monitoring-tar-
get response-variable node along edges in a causal
structure model, abnormality-cause-node candidates
can be identified promptly and appropriately.
[0075] In the method described with reference to FIG.
13 and 14, instead of rates of change between previous
values and current values, rates of change between the
average value (moving average value) of a plurality of
previous measurement values and current values may
be used for determinations of abnormality-cause-node
candidates. In another example, instead of rates of
change between measurement values, estimation accu-
racy (deviation) between measurement values and esti-
mated values may be used. The deviation decision pro-
gram 232 computes the estimation accuracy of each
node and determines, as an abnormality-cause-node
candidate, nodes with estimation accuracy lower than a
threshold. Because estimated values of lowermost-layer
nodes are not computed, rates of change of measure-
ment values are used.
[0076] In the method described with reference to FIG.
15 and 16, instead of rates of change from previous val-
ues to current values, rates of change from the average
value (moving average value) of a plurality of previous
measurement values to current values may be used for
determinations of abnormality-cause-node candidates.
In another example, instead of rates of change between
measurement values, estimation accuracy (degree of de-
viation) between measurement values and estimated
values may be used. Because estimated values of low-
ermost-layer nodes are not computed, rates of change
of measurement values are used. For comparison be-
tween the lowermost-layer nodes and intermediate-layer
nodes, the rates of change between the measurement
values of the lowermost-layer nodes are corrected.

[Estimation of Causal Structure Model]

[0077] Next, a process of an estimation (generation)
of a causal structure model by the causal-structure-mod-
el estimating apparatus 210 is described. The causal-
structure-model estimation program 211 analyzes train-
ing data stored in the training data database 212, and
estimates (generates) a causal structure model. The
causal-structure-model estimation program 211 may es-
timate a causal structure model by a freely selected meth-
od. In the following, one example of the method is de-
scribed.
[0078] FIG. 17 is a flowchart of an estimation of a caus-
al structure model by the causal-structure-model estima-
tion program 211. The causal-structure-model estimation
program 211 receives, from a user and via the client ap-
paratus 240, an input that specifies a monitoring-target
response variable (e.g. the room temperature) in a plu-

rality of measurement values (measurement data) in-
cluded in training data (S201).
[0079] From the training data, the causal-structure-
model estimation program 211 extracts measurement
values related to the specified monitoring-target re-
sponse variable according to a predetermined algorithm
(S202). The causal-structure-model estimation program
211 computes non-linear values from the related meas-
urement values, and adds the non-linear values as new
related measurement values (S203). The non-linear val-
ues are, for example, the squares of the measurement
values or the products of the measurement values which
are different from each other.
[0080] The causal-structure-model estimation pro-
gram 211 selects an explanatory-variable candidate from
the related measurement values (S205). For example,
the causal-structure-model estimation program 211 per-
forms single regression analysis between the related
measurement values, and groups the related measure-
ment values such that related values with correlation co-
efficients higher than a predetermined value form the
same group. Furthermore, one related measurement val-
ue is selected freely from each group and is determined
as an explanatory-variable candidate.
[0081] The causal-structure-model estimation pro-
gram 211 executes multiple regression analysis (e.g. a
forward-backward stepwise selection method) related to
explanatory-variable candidates (S206) and calculates
a regression formula of the response variable. As a result
of this linear multiple regression analysis, the regression
formula of the response variable is represented by a lin-
ear formula of explanatory variables. The causal-struc-
ture-model estimation program 211 may form the regres-
sion formula with non-linear terms.
[0082] Next, the causal-structure-model estimation
program 211 decides whether the regression formula sat-
isfies a preset completion condition (S207). The comple-
tion condition is, for example, that a related measurement
value preset by the user is extracted as an explanatory
variable or that a new node is not generated by the train-
ing data being used. In a case in which the completion
condition is not satisfied (S207: NO), the causal-struc-
ture-model estimation program 211 determines each of
the explanatory variables as a new response variable,
and selects explanatory-variable candidates from unse-
lected pieces of related data (S204).
[0083] The causal-structure-model estimation pro-
gram 211 determines a regression formula for each of
the response variables by linear multiple regression anal-
ysis of the explanatory-variable candidates. By sequen-
tially repeating multiple regression analysis, the entire
causal structure model related to Key Performance Indi-
cators (KPI) data is estimated automatically.
[0084] In a case in which the completion condition is
satisfied (S207: YES), the causal-structure-model esti-
mation programs 211 transmits the created causal struc-
ture model to the model managing apparatus 220 and
stores the causal structure model in the model database
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222.

[Setting of Learning Period]

[0085] Next, a method of determining a period of train-
ing data to be used for estimating a causal structure mod-
el is described. If the learning period is short, the number
of data points that can be obtained is accordingly small,
and accordingly, events that occur rarely cannot be cap-
tured. In addition, it is difficult to identify in advance a
period in which all the events occur. Accordingly, it is
important to use training data of an appropriate period.
As illustrated in FIG. 18, along with the progression of
the learning, the number of nodes in a causal structure
model 219 being estimated increases (grows). In the ex-
ample described below, the degree of growth of causal
relations is measured, and a period with which a prede-
termined increment of growth is no longer observed is
determined as an appropriate learning period.
[0086] In the example described below, a learning pe-
riod with which the growth rate of a causal structure model
of a similar system becomes lower than a threshold is
determined as a learning period of the target system. The
similar system is selected by a user. FIG. 19 illustrates
a flowchart of a process of a determination of a learning
period by the causal-structure-model estimation program
211.
[0087] The causal-structure-model estimation pro-
gram 211 sets a learning period for a causal structure
model of the similar system to [t_0, t_1] (S221). The caus-
al-structure-model estimation program 211 acquires
training data of the period [t_0, t_1] from the training data
database 212 (S222). The causal-structure-model esti-
mation program 211 estimates the causal structure mod-
el by using the training data (S223). The estimation of
the causal structure model is as mentioned above.
[0088] The causal-structure-model estimation pro-
gram 211 decides whether the reproducibility of the es-
timated causal structure model exceeds a threshold
(S224). In a case in which the reproducibility exceeds
the threshold (S224: YES), the causal-structure-model
estimation program 211 counts the number of nodes in
the output causal structure model (S225).
[0089] In a case in which the reproducibility is equal to
or lower than a threshold (S224: NO), an added portion
ΔT includes an abnormality value, and accordingly, the
causal-structure-model estimation program 211 ex-
cludes the period from the learning period (S226). The
causal-structure-model estimation program 211 com-
putes the growth rate of the causal structure model
(S227). The growth rate can be computed by (current
number of nodes - last number of nodes)/current number
of nodes. The causal-structure-model estimation pro-
gram 211 compares the computed growth rate with a
threshold (S228).
[0090] In a case in which the growth rate is equal to or
higher than the threshold (S228: NO), the causal-struc-
ture-model estimation program 211 extends the learning

period (t_1 = t_1 + ΔT) (S229), and returns to Step S202.
In a case in which the growth rate is lower than the thresh-
old (S228: YES), the causal-structure-model estimation
program 211 determines a learning period for estimating
a causal structure model of the target system on the basis
of the period [t_0, t_1] For example, the period [t_0, t_1]
is determined as the learning period for estimating a
causal structure model of the target system (S230).

[Setting of Threshold of Normality/Abnormality Decision]

[0091] Next, a method of setting a threshold for per-
forming a normality/abnormality decision by comparing
an estimated value of a response variable according to
a causal structure model and a measurement value is
described. By setting an appropriate threshold, abnor-
malities of the monitoring-target system can be found
appropriately.
[0092] FIG. 20 is a graph illustrating a relation between
thresholds, and temporal changes of estimation accura-
cy, for explaining the overview of the threshold setting
method. The estimation accuracy illustrated in the graph
is estimation accuracy regarding any of operational sta-
tuses in a case in which thresholds are set for individual
operational statuses, and estimation accuracy regarding
all the operational statuses in a case in which a common
threshold is set for all the operational statuses.
[0093] A threshold 301 matches a bottom point 323 of
the estimation accuracy, and a threshold 302 matches a
bottom point 324 of the estimation accuracy. The bottom
points 321 and 322 are lower than the bottom point 324,
and the bottom point 324 is lower than the bottom point
323. At the bottom points 321 and 322, the monitoring-
target system is experiencing actual abnormalities. At
the bottom points 323 and 324, the monitoring-target sys-
tem is normal.
[0094] At the bottom point 324 corresponding to a val-
ue lower than the threshold 301, the monitoring-target
system is normal. In contrast, at all the bottom points 321
and 322 which are lower than the threshold 302, the mon-
itoring-target system is experiencing actual abnormali-
ties. Accordingly, the threshold 302 is more appropriate
than the threshold 301. By setting the threshold to the
threshold 302, or updating the threshold that has been
set to the threshold 301 to the threshold 302, more ap-
propriate decisions become possible.
[0095] FIG. 21 illustrates a flowchart of initial threshold
setting by the deviation decision program 232. The de-
viation decision program 232 computes estimation accu-
racy of each training data record according to the causal
structure model (S241). The deviation decision program
232 selects a training data record with the lowest esti-
mation accuracy (S242). The deviation decision program
232 decides whether the selected training data record
includes a maintenance record (S243).
[0096] In a case in which the selected training data
record does not include a maintenance record (S243:
NO), the deviation decision program 232 selects a learn-
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ing data record with the lowest estimation accuracy from
unselected training data records (S244), and returns to
Step S243. In a case in which the selected training data
record includes a maintenance record (S243: YES), the
deviation decision program 232 sets the threshold to the
estimation accuracy of the selected training data record
(S245). That a training data record includes a mainte-
nance record means that an abnormality has occurred
in the monitoring-target system.
[0097] FIG. 22 illustrates a flowchart of threshold up-
dating by the deviation decision program 232. The devi-
ation decision program 232 computes the estimation ac-
curacy of the test data record selected from the test data
database 233 (S261). The deviation decision program
232 decides whether the estimation accuracy is lower
than the threshold (S262).
[0098] In a case in which the estimation accuracy is
lower than the threshold (S262: YES), the deviation de-
cision program 232 decides that the test data record is
abnormal (S263). In a case in which the estimation ac-
curacy is equal to or higher than the threshold (S262:
NO), the deviation decision program 232 decides that
the test data record is normal (S264).
[0099] The deviation decision program 232 checks a
maintenance record of the test data record (S265). In the
present example, test data records include fields that
store maintenance records of the test data records. On
the basis of whether or not there is a maintenance record,
the deviation decision program 232 decides whether the
normality/abnormality decision based on the estimation
accuracy is correct (S266).
[0100] Specifically, in a case in which the decision
based on the estimation accuracy is that the test data
record is abnormal, if there is a maintenance record, the
decision is correct, and if there are no maintenance
records, the decision is not correct. In a case in which
the decision is correct (S266: YES), the deviation deci-
sion program 232 keeps the current threshold (S268). In
a case in which the decision is not correct (S266: NO),
the deviation decision program 232 updates the thresh-
old on the basis of the estimation accuracy of the test
data record. For example, the estimation accuracy of the
test data record is set as a new threshold (S267).

[Estimation of Causal Structure Model According to Op-
erational Status]

[0101] Next, an estimation of a causal structure model
according to each operational status of the monitoring-
target system is described. By using a causal structure
model according to each operational status, more appro-
priate normality/abnormality decisions become possible.
[0102] FIG. 23 is a figure for explaining an estimation
of a causal structure model of each operational status of
the monitoring-target system. The causal-structure-mod-
el estimation program 211 acquires training data 331 of
each operational status from the training data database
212, and estimates a causal structure model 215 of each

operational status (S31).
[0103] In FIG. 23, there are pieces of training data re-
lating to an operational status 1 to an operational status
N, and, as an example, the training data of the operational
status 1 is denoted by a reference numeral 331. In addi-
tion, a causal structure model of each of the operational
status 1 to the operational status N is estimated, and, as
an example, the causal structure model of the operational
status 1 is denoted by a reference numeral 215.
[0104] FIG. 24 illustrates a configuration example of
the training data database 212. The training data data-
base 212 includes a plurality of training data records 351.
In FIG. 24, one training record is denoted by a reference
numeral 351, as an example. The training data record
351 includes information regarding statuses of the mon-
itoring-target system, values obtained from data meas-
ured by sensors, and a maintenance record.
[0105] The training data database 212 includes time
fields 352, fields 353 indicating statuses (operational sta-
tuses) of the monitoring-target system, fields 354 of
measurement data, and fields 355 of maintenance
records. In the example illustrated in FIG. 24, dates are
omitted. Contents of the time fields 352, the fields 353
indicating statuses (operational statuses) of the monitor-
ing-target system, and the fields 354 of measurement
data are similar to those in the test data database 223
described with reference to FIG. 7.
[0106] FIG. 25 illustrates the training data 331 of the
operational status 1. Operational statuses of the moni-
toring-target system are defined by values of multiple
types of statuses (status A, status B, ...). A different value
of any one status (field) represents a different operational
status. The training data 331 of a particular operational
status may be selected from the training data database
212 at the time of an estimation of a causal structure
model, or training data of each operational status may
be classified in advance in the training data database
212.

[Prediction of Future Response Variable Value]

[0107] Next, a causal structure model that outputs a
predicted value of a response variable at a future time
when the causal structure model receives an input of the
time is described. Thereby, an occurrence of an abnor-
mality in the future in the monitoring-target system can
be predicted. Users can prevent occurrences of abnor-
malities. The causal-structure-model estimation program
211 constructs a causal structure model that can predict
temporal changes of a monitoring-target response vari-
able. On the basis of the causal structure model and time
information, the response-variable-value estimation pro-
gram 231 predicts temporal changes of the monitoring-
target response variable.
[0108] FIG. 26 schematically illustrates a relation be-
tween operational status changes and estimation accu-
racy. The response-variable-value estimation program
231 searches the training data database 212 for opera-
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tional status changes with a pattern similar to a pattern
of past actual operational status changes 501, and ap-
plies operational status changes after the found opera-
tional status changes to predicted operational status
changes 502. Operational status changes can be repre-
sented by vectors, and the response-variable-value es-
timation program 231 can select operational status
changes with a similar pattern on the basis of similarities
between vectors. For example, operational status chang-
es with a pattern with the highest similarity or a pattern
with a similarity exceeding a threshold are selected.
[0109] The response-variable-value estimation pro-
gram 231 selects a causal structure model corresponding
to each operational status of the predicted operational
status change 502, and computes a predicted value of a
monitoring-target response function. In a graph 505 that
illustrates temporal changes of the estimation accuracy,
a range 503 illustrates past measurement values, and a
range 504 illustrates predicted values. The range 503
and the range 504 correspond to the actual operational
status changes 501 and the predicted operational status
changes 502, respectively.
[0110] FIG. 27 illustrates a configuration example of
the training data database 212 that stores training data
for estimating a causal structure model that can predict
temporal changes of a monitoring-target response vari-
able. The training data database 212 includes fields of
times in the fields 354 of measurement data.
[0111] FIG. 28 illustrates an example causal structure
model 215 that can predict temporal changes of the mon-
itoring-target response variable. In the causal structure
model 215, lowermost-layer nodes (nodes below which
there are no cause nodes) 511 are represented by func-
tions of times. In the estimation of the causal structure
model described with reference to FIG. 17, in a case in
which measurement values of explanatory-variable
nodes are times, the causal-structure-model estimation
program 211 determines those nodes as lowermost-lay-
er nodes. The response-variable-value estimation pro-
gram 231 inputs a time to lowermost-layer nodes 511
and determines a predicted value of the node 216 of the
monitoring-target response variable.
[0112] FIG. 29 illustrates a display example of predict-
ed values of the response variable according to the caus-
al structure model 215. The client apparatus 240 acquires
the image data from the response-variable-value estima-
tion program 231 and displays the image on the output
device 317.
[0113] In a graph 521, the horizontal axis indicates
times, and the vertical axis indicates the response vari-
able. A range 522 indicates measurement values of the
response variable, and a range 523 indicates predicted
values of the response variable. In the range 523, values
of the response variable are output values of the causal
structure model 215 that are output when the causal
structure model 215 receives inputs of times. The pre-
dicted value at a time t2 reaches a threshold 524. The
response-variable-value estimation program 231 deter-

mines a time at which the predicted value reaches the
threshold as an abnormality occurrence prediction time
and presents the time to a user.

[Monitoring Image]

[0114] Next, an example monitoring image displayed
on the client apparatus 240 is described. FIG. 30 illus-
trates an example monitoring image 530. In a case in
which an abnormality has been detected according to a
causal structure model, the monitoring image 530 dis-
plays an abnormality occurrence portion, and further-
more displays a deviation between an estimated value
and a measurement value of the abnormal portion. The
monitoring image 530 includes sections 531, 532, and
533.
[0115] The section 531 illustrates temporal changes
541 of measurement values of a monitoring-target re-
sponse variable of the monitoring-target system (system
1), and temporal changes 542 of estimated values of the
monitoring-target response variable. The temporal
changes 541 of the measurement values are represented
by a solid line, and the temporal changes 542 of the es-
timated values are represented by broken lines. The sec-
tion 531 illustrates values of a plurality of operational sta-
tuses of the monitoring-target system. In the example
illustrated in FIG. 30, measurement values and estimated
values of an operational status A and measurement val-
ues and estimated values of an operational status B that
follows the operational status A are illustrated.
[0116] The section 531 indicates, with broken lines, a
threshold A545 for normality/abnormality decisions in the
operational status A, and a threshold B546 for normali-
ty/abnormality decisions in the operational status B. The
section 531 further indicates, with circles filled with hatch-
ing patterns, an abnormal portion 543 in the operational
status A, and an abnormal portion 544 in the operational
status B. The abnormal portion 543 is filled with a dot
pattern, and the abnormal portion 544 is filled with a di-
agonal line pattern. A diagonal line pattern is more visu-
ally recognizable than a dot pattern.
[0117] In the section 532, a user can select an opera-
tional status in a list box 551. In the example illustrated
in FIG. 30, the operational status B is selected. The sec-
tion 532 displays a graph 552 of temporal changes of
estimated values of the selected operational status.
[0118] The section 531 indicates an abnormal portion
of the operational status selected in the list box 551 with
an image that is more visually recognizable than an im-
age of an abnormal portion of an unselected operational
status. In the example illustrated in FIG. 30, an abnormal
portion of the operational status selected in the list box
551 is illustrated with a diagonal line pattern, and an ab-
normal portion of the unselected operational status is in-
dicated with a dot pattern. In a case in which no opera-
tional statuses are selected, the section 531 indicates
the first abnormal portion with a highly visually recogniz-
able pattern and indicates other abnormal portions with
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less visually recognizable patterns.
[0119] The section 532 includes a button 553. When
the button 553 is selected by a user, the section 533
displays a causal structure model 561 of the operational
status selected in the list box 551. The causal structure
model 561 further indicates abnormality-cause candidate
nodes clearly. In the example illustrated in FIG. 30, ab-
normality cause candidate nodes (X3 and X5) are indi-
cated with bold lines.
[0120] The section 533 includes buttons 562 and 563.
When the button 562 is selected by a user, a warning
history of the operational status B is displayed. In addi-
tion, when the button 563 is selected, a system mainte-
nance history in the operational status B is displayed.
[0121] As mentioned above, in monitoring of the mon-
itoring-target system, the monitoring image 530 can eas-
ily and appropriately present a detected abnormality, and
a candidate node of a cause of the abnormality to a user.
Data for creating the monitoring image 530 is transmitted
from the test-data-deviation deciding apparatus 230 to
the client apparatus 240.
[0122] FIG. 31 illustrates an example warning mes-
sage 600. The warning message 600 includes warning
contents 601, and buttons 602 to 605. The warning con-
tents 601 indicate details of the warning. When the button
602 is selected, a causal structure model which is the
target of the warning message is displayed. When a but-
ton 603 is selected, a maintenance-record input image
is displayed. When the button 604 is selected, a history
of warning messages including the warning message is
displayed. When the button 605 is selected, a measure-
ment value history and an estimated-value history in
monitoring of a corresponding response variable are dis-
played.
[0123] FIG. 32 illustrates a maintenance-record input
image 620. A user inputs necessary information on the
maintenance-record input image 620. The input informa-
tion is transmitted to the test-data-deviation deciding ap-
paratus 230, and stored in the auxiliary storage appara-
tus 313. In addition, part of the input information is stored
in the test data database 233.
[0124] Note that the present invention is not limited to
the embodiments described above, but includes various
modification examples. For example, the embodiments
described above are described in detail in order to explain
the present invention in an easy-to-understand manner,
and embodiments of the present invention are not nec-
essarily limited to the ones including all the configurations
that are described. In addition, some of the configurations
of an embodiment can be replaced with configurations
of another embodiment, and also configurations of an
embodiment can be added to the configurations of an-
other embodiment. In addition, some of the configura-
tions of each embodiment can can be added, removed,
or replaced with other configurations.
[0125] In addition, the configurations, functions,
processing sections, and the like described above may
partially or entirely be realized by hardware by designing

them in an integrated circuit, or by other means, for ex-
ample. In addition, the configurations, functions, and the
like described above may be achieved by software by a
processor interpreting and executing programs that
achieve the functions. Information such as programs, ta-
bles or files that achieve the functions can be stored in
a recording apparatus such as a memory, a hard disk,
or a SSD (Solid State Drive), or in a recording medium
such as an IC card or an SD card. In addition, control
lines and information lines that are considered as being
necessary for explanation are illustrated, and all the con-
trol lines and information lines that are necessary for
achieving products are not necessarily illustrated. In ac-
tual use, it may be considered that almost all the config-
urations are interconnected.

Claims

1. A monitoring system that monitors a monitoring-tar-
get system, the monitoring system comprising:

one or more storage apparatuses that store a
program; and
one or more processors that operate according
to the program, wherein
the one or more processors

determine an estimated value of a monitor-
ing-target response variable of the monitor-
ing-target system on a basis of measure-
ment data included in test data of the mon-
itoring-target system and a causal structure
model of the monitoring-target system, and
decide whether an abnormality has oc-
curred in the monitoring-target system on a
basis of a result of a comparison between
a measurement value of the monitoring-tar-
get response variable included in the test
data and the estimated value.

2. The monitoring system according to claim 1, wherein
the causal structure model includes a lower-layer
node corresponding to the measurement data, a
monitoring-target response-variable node that is in
a layer higher than the lower-layer node and that
corresponds to the monitoring-target response var-
iable, and an intermediate node between the lower-
layer node and the monitoring-target response-var-
iable node, and
the one or more processors determine, as the esti-
mated value, a value of the monitoring-target re-
sponse-variable node obtained by inputting the
measurement data to the lower-layer node.

3. The monitoring system according to claim 1, wherein
the one or more processors estimate the causal
structure model on a basis of training data including
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measurement data of the monitoring-target system.

4. The monitoring system according to claim 2, wherein
the one or more processors

search the causal structure model for an abnor-
mality-cause-node candidate from the monitor-
ing-target response-variable node along an
edge, and
decide, in the search, whether each explanato-
ry-variable node whose response-variable node
is a node decided as an abnormality decision
node candidate is an abnormality decision node
candidate.

5. The monitoring system according to claim 2, wherein
on a basis of a deviation between a measurement
value of the intermediate node included in the test
data for determining the estimated value and a value
obtained from a past measurement value of the in-
termediate node, the one or more processors decide
whether the intermediate node is an abnormality-
cause-node candidate.

6. The monitoring system according to claim 2, wherein
on a basis of a deviation between a measurement
value of the intermediate node included in the test
data for determining the estimated value and an es-
timated value of the intermediate node obtained by
inputting the measurement data to the lower-layer
node, the one or more processors decide whether
the intermediate node is an abnormality-cause-node
candidate.

7. The monitoring system according to claim 5, wherein
on a basis of a deviation between a measurement
value of the lower-layer node included in the test
data for determining the estimated value and a value
obtained from a past measurement value of the low-
er-layer node, the one or more processors decide
whether the lower-layer node is an abnormality-
cause-node candidate.

8. The monitoring system according to claim 5, wherein
the one or more processors decide a node with a
largest deviation as an abnormality-cause-node can-
didate.

9. The monitoring system according to claim 3, wherein
the one or more processors

determine a learning period of a second causal
structure model of a second system different
from the monitoring-target system on a basis of
a growth rate of the second causal structure
model, and
select, on a basis of the learning period, training
data to be used for estimating the causal struc-

ture model of the monitoring-target system.

10. The monitoring system according to claim 1, wherein
the one or more processors

decide whether an abnormality has occurred in
the monitoring-target system on a basis of a re-
sult of a comparison between a deviation be-
tween a measurement value of the monitoring-
target response variable and the estimated val-
ue, and a threshold; and
change the threshold on a basis of the deviation
in a case in which the deviation is larger than
the threshold and maintenance of the monitoring
system is not executed.

11. The monitoring system according to claim 1, wherein
the test data indicates an operational status of the
monitoring-target system, and
the causal structure model is a causal structure mod-
el corresponding to the operational status.

12. The monitoring system according to claim 2, wherein
the one or more processors determine a predicted
value of the monitoring-target response variable at
a particular future time according to a second causal
structure model,
the second causal structure model includes a time
function node represented by a time function, a sec-
ond monitoring-target response-variable node that
is in a layer higher than the time function node and
that corresponds to the monitoring-target response
variable, and a second intermediate node between
the time function node and the second monitoring-
target response-variable node, and
the one or more processors determine, as the pre-
dicted value, a value of the second monitoring-target
response-variable node obtained by inputting the
particular time to the time function node.

13. The monitoring system according to claim 1, further
comprising:

an output device that outputs a monitoring im-
age, wherein
a measurement-value history and an estimated-
value history of the monitoring-target response
variable, and an abnormality-cause-node can-
didate in the causal structure model are output
on the output device.

14. A method by which a monitoring system monitors a
monitoring-target system, the method comprising:

determining, by the monitoring system, an esti-
mated value of a monitoring-target response
variable of the monitoring-target system on a ba-
sis of measurement data included in test data
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of the monitoring-target system and a causal
structure model of the monitoring-target system;
and
deciding, by the monitoring system, whether an
abnormality has occurred in the monitoring-tar-
get system on a basis of a result of a comparison
between a measurement value of the monitor-
ing-target response variable included in the test
data and the estimated value.
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